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Journal of
Engineering

for Gas Turbines
and Power

Editorial

Greetings. It is my challenge, pleasure, and honor to be the new
editor ~July 1, 2001–June 30, 2006! of the Transactions of the
ASME, Journal of Engineering for Gas Turbines and Power. Re-
tiring Technical Editor Hal Nelson is advising me as I get started.
I thank him and Ted Okiishi, Editor of our companion publication,
Journal of Turbomachinery, for their help and continued support.
Each issue of the Journal is put together in New York ASME
headquarters by Production Coordinator Judy Sierant. The Edito-
rial Assistant is Liz Langston~my wife! who will keep me on
schedule. I look forward to working with and being advised by the
Journal’s experienced team of Associate Editors, and the leader-
ship of ASME technical committees and divisions.

The Journal of Engineering for Gas Turbines and Powerpro-
vides the means to solicit and publish reviewed technical papers
on topics related to energy and power conversion. These topics
include cycle thermodynamics, hydrocarbon and nuclear power
generation, gas turbine technology, internal combustion engines,
fuel cell systems, aircraft and aerospace propulsion and combined
cycle and combined heat and power systems. Within ASME, the
Journal serves as an archive for reviewed technical papers from
the International Gas Turbine Institute and Society technical divi-
sions which include Internal Combustion Engines, Fuels & Com-
bustion Technologies, Nuclear Engineering, Advanced Energy
Systems, and Power.

Robert Day, author of a well-known text on technical writing,1

observes that editors have an impossible job, because of the atti-
tude of some authors towards them. Day sums up his slightly
satirical view with an assertion from an unnamed author: ‘‘I ex-
pect the editor to accept all my papers, accept them as they are
submitted, and publish them promptly. I also expect him to scru-
tinize all other papers with the utmost care, especially those of my
competitors.’’ Day then adds another author’s comment on an edi-
tor’s place in the scheme of things: ‘‘Editors are, in my opinion, a
low form of life—inferior to the viruses and only slightly above
academic deans.’’~Having been a one-time interim dean, this au-
thor’s opinion delights me, for as a new editor, my station in life
has been elevated from that in the past.!

In all fairness, let me offer some support for an editor’s opinion
of authors with a quote from Samuel Johnson. In carrying out
editorial duties for a London publication in the 1700s Johnson
wrote to an author: ‘‘Your manuscript is both good and original,
but the part that is good is not original and the part that is original
is not good.’’

The work of and interplay between authors and editors has
sustained theJournal of Engineering for Gas Turbines and Power
for over 120 years. The Journal began as a collection of papers on
energy conversion technology, in the first volume of the Transac-
tions of the ASME, in 1880. Over the years the number of pub-
lished papers increased each year so that in 1959, the Transactions
were subdivided into five separate quarterly journals, one of
which was called theJournal of Engineering for Power~Vol. 81,

Series A, No. 1!, later to have ‘‘Gas Turbines’’ added to the Jour-
nal title in 1983.

From its beginning in 1880 the Journal had an ASME staff
editorial department. That changed in 1983 when the Journal got
its first volunteer/member editor. Since then, the Journal has had
the following editors:

Arthur Wennerstrom 1983–1988
George Serovy 1988–1993
Howard Julien 1993–1998
Harold Nelson 1998–2001

As one would expect, the general areas of energy conversion
technology covered by Journal papers has changed since 1880.
Papers before 1900 dealt mostly with steam power~e.g., ‘‘Steam-
Engine Efficiencies: The Ideal Engine Compared with the Real
Engine,’’ R. H. Thurston, Trans. ASME, 1891, Vol. XII, pp. 729–
739. The author was ASME’s first president!. Technical papers on
internal combustion aircraft engines first started to appear after
1915. At the present time, about 75 percent of the Journal’s papers
deal with gas turbine technology.

Table 1 lists a short history of significant energy conversion
devices. One can see a reason for the present dominance of gas
turbine papers in the Journal; the gas turbine is by far the ‘‘young-
est’’ of the energy converters listed. Thus activity in gas turbine
technology would be expected to be more intense than that of the
more mature converters~such as steam engines!.

In the past decade, a revolution of sorts has been happening
with energy converters listed in the table. Steam and gas turbines
have been brought together to form combined cycle plants with
the highest of thermal efficiencies~;60 percent! ever. Their high
efficiency and low cost are two of the underlying reasons for the
deregulation of electric power generation worldwide. Thermal ef-
ficiencies and the cost of both Otto and Diesel engines are being
greatly improved. ASME papers are being published, showing
how fuel cell and gas turbine systems can be combined to get 70
percent thermal efficiencies and greater.

James Boswell, Editor Samuel Johnson’s biographer~Life of
Johnson, 1791! interviewed early British industrialist Matthew
Boulton, cofounder of Boulton and Watt Company, manufacturer
of the James Watt steam engine. Boulton’s words to Boswell

1How to Write & Publish a Scientific Paper, 3rd Ed., Robert A. Day, Oryx Press,
1988.

Table 1 Energy Converters

Date of First Working Device

Steam engine 1769
Fuel cell 1839
Otto engine 1876
Steam turbine 1884
Diesel engine 1897
Gas turbine 1939
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were: ‘‘I sell here, Sir, what all the world desires to have—
POWER.’’ As with many founding companies, Boulton and Watt
no longer exists, but the world’s need for power—and power
technology—continues to grow.

The next five years look very exciting for power technology
and for the Journal, now in its 122nd year. As the new editor, I

invite you to contribute as a writer, researcher, reviewer, session
organizer or reader, to theJournal of Engineering for Gas Tur-
bines and Power.

Lee S. Langston
Editor
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G. Walz

W. Krebs

S. Hoffmann

H. Judith

Siemens AG KWU,
Wiesenstr. 35,

D-45466 Mülheim, Germany

Detailed Analysis of the Acoustic
Mode Shapes of an Annular
Combustion Chamber
To get a better understanding of the formation of thermoacoustic oscillations in an an-
nular gas turbine combustor, an analysis of the acoustic eigenmodes has been conducted
using the finite element method. The influence of different boundary conditions and a
space-dependent velocity of sound has been investigated. The boundary conditions actu-
ally define the eigenfrequency spectrum. Hence, it is crucial to know, e.g., the burner
impedance. In case of the combustion system without significant mixing air addition
considered in this paper, the space-dependence of the velocity of sound is of minor im-
portance for the eigenfrequency spectrum leading to a maximum deviation of only five
percent in the eigenvalues. It is demonstrated that the efficiency of the numerical eigen-
value analysis can be improved by making use of symmetry, by splitting the problem into
several steps with alternate boundary conditions, and by choosing the shift frequencyvs
in the range of frequencies one is interested in.@DOI: 10.1115/1.1396346#

1 Introduction
Ring combustors of gas turbines combine the advantages of a

reduced requirement for cooling air due to their compact design
and a homogeneous temperature distribution upstream of the tur-
bine inlet. Together with lean premixed combustion, this offers the
potential of significantly reducing NOx emissions. Consequently,
annular combustion chambers are often applied as a design feature
of modern gas turbines such as the hybrid burner ring~HBR!
combustor of the Siemens 3A series~@1#!. In Fig. 1 a cross section
of the V84.3A, the 60 Hz version, is shown.

Due to the ever-increasing reaction densities in modern gas
turbine combustors, the risk of the formation of thermoacoustic
oscillations also rises. These oscillations have been investigated in
detail both experimentally and theoretically for single burner ar-
rangements~@2–4#!. However, little is known about their mode
shapes and excitation in annular combustors. In order to achieve a
better understanding of combustion oscillations in annular com-
bustors and to assist the interpretation of dynamic pressure mea-
surements on site, a detailed analysis of the acoustic modes within
an annular combustor has been carried out.

The modal analysis has been performed both by application of
analytical and finite element tools. In Section 2 the essentials of
the theory of acoustic wave motion are introduced. The eigen-
modes of a cylinder are studied in detail in Section 3. Using this
simple model the main features of acoustic eigenmodes can be
discussed on an analytical basis. Furthermore, the analytical solu-
tion serves as a benchmark for the finite element analysis. Since
an analytical solution for annular combustion chambers is not
available, their eigenmodes are analyzed numerically in Section 4.

2 Theory
Since the main flow inside gas turbine combustors is character-

ized by a Mach Number below 0.1, the effect of the mean flow on
the transport of acoustic properties can be neglected. Hence, the
acoustic wave motion can be determined solving the transport
equation for the scalar velocity potentialF @5#:

]2F

]t2 5
1

kr
DF. (1)

The fluid is characterized by a compressibility ‘‘k’’ and density
‘‘ r’’ which are assumed to be independent of space for simplicity.
Measurable quantities are the acoustic pressure ‘‘p’’ and the
acoustic velocity ‘‘v ’’ which are related toF by

p5r
]F

]t
, v52gradF. (2)

Both p and v also obey a wave equation of the type~1!. The
second equation of~2! shown is tantamount to curlv50. The
speedc of a sound wave is given by

c25
1

kr
. (3)

Time and space variables are separated by assuming special
solutions of the formF5A exp(ivt), which are the ‘‘eigensolu-
tions of the LaplacianD’’ at an ‘‘eigenfrequencyv.’’ On the
boundaries of the enclosed region ‘‘V’’ two conditions can be
specified. For an open wall the velocity potential is set to zero
~F505p, Dirichlet type forF!. At a rigid wall, the outer normal
component of the acoustic velocity vectorvn is set to zero which
means]F/]n505vn ~of Neumann type forF!. With these
boundary conditions only discrete values ofv are possible that
can be arranged in an ascending order and referenced by an inte-
ger N, wherebyN is the number of eigenfrequencies smaller than
a fixed valuevN .

It is well known that there is an infinite number of eigenfre-
quenciesvN which are all real and positive~the lowest one50 for
Neumann-type boundary conditions!. The ‘‘higher’’ eigenfrequen-
cies approach

vN→cS N6p2

V D 1/3

[N1/3v0 , if N→`. (4)

In the following the proportionality factorv0 which represents
a typical value for the eigenfrequencies of the combustor will be
used to normalize all eigenfrequenciesvN . The normalized
eigenfrequencies are independent of the speed of sound and the
combustor volume, especially in the limit of largeN. It is revealed
that all frequenciesvN decrease if the volume is increased andN
or the speed of sound is decreased.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-113. Manuscript received by IGTI, October 1998;
final revision received by the ASME Headquarters, March 1999. Associate Editor: D.
Wisler.
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The eigenfunctionsFN corresponding to different eigenvalues
vN are orthogonal, i.e.,

~FN ,FM ![E
V
FNFMdV50, NÞM . (5)

They can be selected to form a complete orthonormal set of
functions. This means that every solutionF of the acoustic wave
equation~1! can be expanded in terms of theFN :

F5(
n

~F,FN!FN . (6)

The eigenfunctionF1 corresponding to the lowest eigenfre-
quencies has no nodes~i.e., is nonzero everywhere!. If there are
J.1 eigenfunctionsFJ with the same eigenvaluevN , the eigen-
modes are calledJ-fold ‘‘degenerate.’’ Degeneracy is always re-
lated to a type of symmetry.

The set of nodes ofFN , for N>2, divide the regionV into at
least two subregions and at most,N subregions.

In the following section, as an example, the eigensolutions of a
cylinder with different types of boundary conditions are investi-
gated in detail.

3 Eigenmodes of a Cylindrical Ring Combustion
Chamber

3.1 Analytical Solution. The geometry of a cylindrical ring
is very similar to the annular combustion chamber thus demon-
strating the main features of such eigenmodes. The main dimen-
sions are its lengthL, its outer diameterr a and its inner diameter
r i . On the other hand, the model is simple enough to have an
analytical solution available by which it is possible to check the
quality of the numerical analysis of the finite element method.
Assuming rigid walls throughout the entire boundary, the eigen-
functions for a cylindrical coordinate system (r ,w,z) can be ex-
pressed in the form

fnlm5Zn~z!Rlm~r !Cm~w!eivnlmt, (7a)

i.e., as a product of an axial contributionZn(z), a radial one
Rlm(r ), a circumferential oneCm(w), and of the time-dependent
factor exp(ivnlmt). The functionsZn , Rlm , andCm are given by

Zn~z!5A2

L
cosS n

p

L
zD ,

Rlm~r !5AlmSlm~r !

with the abbreviations

Slm~r !5F JmS aml

r

r i
D 2

]Jm~aml!

]r

]Ym~aml!

]̂r

YmS aml

r

r l
D G

and

Alm5H 1

2
r a

2F 12S m

aml

r a

r i

D 2GSlm
2 S aml

r a

r i
D

2
1

2
r t

2F12S m

aml
D 2GSlm

2 ~aml!J 21/2

,

Cm~w!5
1

A2p
eimw. (7b)

Jm andYm denote the Bessel functions of the first and second
kind and of orderm. The eigenmodes are characterized by the
three integersN>(nlm), with n representing the number of peaks
in the axial,l their number in the radial, andm their number in the
circumferential direction, respectively. Pure axial eigenmodes,
e.g., havel 5m50 andnÞ0. Thealm are the infinite number of
zeros of

]Jm~alm!

]r

]YmS alm

r a

r i
D

]r
2

]Ym~alm!

2r

]JmS alm

r a

r i
D

]r
50. (8)

This equation ensures that the proper boundary condition
]F/]n50 is satisfied atr 5r i , and r 5r a . Note that due to the
choice of the constants, theFnlm are orthogonal and normalized:
(Fnlm ,Fn8 l 8m8)5dnn8d l l 8dmm8 .

The corresponding eigenfrequenciesvnlm are

vnlm5cAS n
p

L D 2

1S alm

r i
D 2

(9)

Fig. 1 Cross section of the V83.3A gas turbine
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approaching in the limit of a thin cylinder (r i→r a) and for lÞ0
@3#

vnlm→cAS n
p

L D 2

1S p lr a

~r a2r i !r i
1

4m213

8p lr i
2 ~r a2r i ! D 2

.

Eigenmodes with circumferential contributions (mÞ0) are
twofold degenerate, because for integer values ofm the following
relations hold:

J2m5~21!mJm and Y2m5~21!mYm .

Hence, Eq.~8! depends only onm2. This is an immediate con-
sequence of the circumferential symmetry of the cylinder and re-
mains valid also in the annular combustion chamber.

Note that the eigenvalues and -functions strongly depend on
geometry and on the respective boundary conditions. If the wall is
open atz50 (p50), for example, the only changes in the eigen-
functions and the eigenfrequencies in Eq.~7! and ~9! are

Zn~z!5A2

L
sinS H n1

1

2J p

L
zD

vnlm5cAS H n1
1

2J p

L D 2

1S alm

r i
D 2

. (10)

A further aspect which might have an influence on the eigen-
modes and which will be investigated later in the numerical ex-
ample, is a spatially distributed velocity of soundc5c(r ,w,z)
which is related to the local temperature and species in the com-
bustion process. Consider as a typical example the cylinder where
one-half (0<z<L/2) hasc(r ,w,z)52c0 and the otherc(r ,w,z)
5c0(L/2<z<L). In this case an incoming longitudinal wave of
type exp(ikz) is not only reflected at the end of the cylinder (z
5L) but is also split half way down the cylinder~at z5L/2! into
a transmitted and a reflected part. All these contributions superim-
pose to produce a standing wave in the entire cylinder. In this
problem the eigenfrequencies are calculated assuming rigid walls
across the entire boundary.

vnklm5cAS n fk

p

L D 2

1S alm

r i
D 2

(11)

with

f 050, f 150.3661, f 250.6339~k50,1,2!.

Note that additional eigenmodes in thez-direction arise whereas
the modes in the radial and the circumferential directions are not
affected.

3.2 Confirmation of the Analytical Results by Finite Ele-
ment Analysis. For a validation of the finite element tool, the
eigenmodes as given in Eqs.~7! to ~10! for the cylindrical ring
model of the combustion chamber have also been calculated nu-
merically. The geometry parameters are chosen to represent the
main dimensions of the annular combustion chamber. In Table 1
some of the eigenfrequencies including the related integers~nlm!
and the ordering mode numberN are presented. The entire bound-
ary is assumed to be a rigid wall. The last three columns of the
table include the analytical results~v/v0 anal! for the eigenfre-
quencies evaluated from solving Eqs.~7! and~8!, the results of the
finite element analysis~v/v0 finite element! and the error of the
numerical values compared to the analytical ones, respectively.
The numerical analysis is performed with the ABAQUS code@6#
which iteratively extracts a certain number of eigenvalues closest
to a prescribed shift frequencyvs . The properties of the enclosed
gas are characterized by its inverse compressibility 1/k and den-
sity r. As the frequencies are determined by the velocity of sound
c only, it is convenient to taker[1 and 1/k5c2 ~cf. Eqs.~3!, ~8!,
and ~9!!.

By variation of vs and of the number of frequencies to be
calculated the complete spectrum of eigenvalues is covered. For
the lowest eigenvalues thevs is chosen negative resulting inv1
50.

Fig. 2 Eigenfrequency spectrum of the cylinder model. The
limit curve is given by NÄ„vÕv0…

3
„see Eq. „4…….

Table 1 Selected eigenfrequencies of the cylinder model. The
analytical solution is compared to the finite element results.
The bold typed frequencies indicate modes with axial Õradial „no
hoop … contributions only.

n ~n l m! v/v0 anal v/v0 ~Finite Element! Error ~Percent!

1 00 0 0 0 0
2 00 1 0.321 0.321 20.005
3 00 1 0.321 0.321 20.005
4 00 2 0.642 0.642 20.002
5 00 2 0.642 0.642 20.002
6 00 3 0.960 0.960 0.000
7 00 3 0.960 0.960 0.000
8 00 4 1.276 1.276 20.002
9 00 4 1.276 1.276 20.002

10 10 0 1.342 1.343 À0.009
11 10 1 1.380 1.380 20.010
12 10 1 1.380 1.380 20.010
13 10 2 1.488 1.488 20.008
14 10 2 1.488 1.488 20.008
15 00 5 1.588 1.588 20.006
16 00 5 1.588 1.588 20.006
17 10 3 1.650 1.650 20.007
18 10 3 1.650 1.650 20.007
19 10 4 1.852 1.852 20.006
20 10 4 1.852 1.852 20.006
21 00 6 1.896 1.897 20.009
22 00 6 1.896 1.897 20.011
23 10 5 2.079 2.080 20.007
24 10 5 2.079 2.080 20.007
25 00 7 2.200 2.201 20.020
26 00 7 2.200 2.201 20.018
27 10 6 2.323 2.324 20.010
28 10 6 2.323 2.324 20.010
29 01 0 2.461 2.461 À0.011
30 01 1 2.483 2.483 20.010
¯

39 01 3 2.657 2.657 20.010
40 20 0 2.685 2.689 À0.160
41 20 1 2.704 2.708 20.158
¯

48 01 4 2.801 2.801 20.010
49 11 0 2.803 2.803 À0.011
50 11 1 2.823 2.823 20.011
¯

88 1011 3.631 3.635 20.096
89 1011 3.631 3.635 20.096
90 21 0 3.642 3.645 À0.097
91 21 1 3.657 3.660 20.097
¯

119 30 0 4.027 4.057 À0.742
¯

183 02 0 4.898 4.905 À0.159
¯

250 02 7 5.411 5.469 21.060
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In order to increase the computational efficiency of the finite
element analysis, including either reducing the computation time
or increasing the accuracy with a more refined mesh, only one
quarter of the cylinder is modeled. The entire spectrum of eigen-
values is then obtained by splitting the calculation into two steps
with different boundary conditions~BC!. The first step imposes a
rigid ‘‘wall’’ at both circumferentially directed boundaries~sym-
metrical BC!. The second step assumes an open ‘‘wall’’ at one of
these boundaries and a rigid ‘‘wall’’ at the other~asymmetrical
BC!. As a consequence, the aforementioned circumferential de-
generacy is removed and every eigenfrequency is calculated only
once. The ‘‘asymmetrical step’’ provides modes with circumferen-

tial contributions that are known to be twofold degenerate. The
‘‘symmetrical step,’’ however, provides all kinds of modes. Their
degeneracy can be only assessed by considering the pressure dis-
tribution. The nondegenerate eigenmodes are readily revealed
within the finite element scheme by a third analysis with a two
dimensional axisymmetric model providing the pure axial/radial
modes~with mÞ0! exclusively. In the case of the simple cylinder,
it is not necessary to apply this procedure. However, it will be
required for more complex domains such as realistic annular
combustors.

The mesh used in the analysis of the cylinder ring consists of
375 isoparametric 20-node brick elements resulting in a total of
2076 pressure degrees-of-freedom. The agreement of numerical
and analytical results is excellent, the maximum error is 1 percent.
The discrepancy between analytical and numerical values in-

Fig. 3 Examples of eigenmodes of the cylinder model: mode
NÄ29 „left … and NÄ39 „right …. The eigenmodes are character-
ized by the normalized pressure distribution.

Fig. 4 Geometry and finite element model of the annual com-
bustor

Fig. 5 Distribution of the speed of sound normalized to its maximum value c 0
in the zÄ0 m plane „CFD calculation „†7‡……
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creases with mode numberN, as the spectrum gets denser. In
principle, these errors can be further reduced with a more refined
mesh, a properly chosen shift frequency and with increasing the
number of iteration vectors in the analysis. Figure 2 depicts the
complete spectrum of eigenfrequencies versus mode numberN in
the range 0,v/v0,10. The dashed line represents the limit
curve in Eq.~4!. Still higher frequencies (N>106) must be used
before the actual curve is smoothed out and approaches its limit.

In Fig. 3 two examples of a related pressure distribution are
given: N529, (nlm)5(010), v/v052.461 andN539, (nlm)
5(013), v/v052.657.

Note that the pressure values are normalized so that the maxi-
mum is 1. Mode 29 includes a standing wave with the shape of a
sine function extending in radial direction. The set of nodes (p
50) is indicated by the arrows. It divides the original cylinder
into two concentric parts of nearly equal thickness. The higher the
numbers~nlm! the more peaks will occur in the eigensolution and
the more complicated the set of nodes will be as indicated by
mode 39 having one sine in the radial and three in the circumfer-
ential direction.

With a space-dependent velocity of soundc5c(x), similar re-
sults are obtained: In particular, the eigenfrequencies given by the
analytical expression~9! are reproduced by finite element analysis
with the same high accuracy. The spatial dependence is techni-
cally taken into account by a prescribed temperature fieldT(x)
with temperature-dependent material parameters 1/k51/k(T(x)).

In conclusion, finite element analysis provides the complete
eigenspectrum of acoustic wave motion with rather high preci-
sion, in particular, for the low frequencies that are sufficiently
distinct. For circumferentially symmetric geometries, the effi-
ciency of the calculation can be increased by making use of sym-
metry and by splitting the calculation into several independent
steps with proper boundary conditions at the cut.

Most of these results remain valid for the more complex cone
shaped geometry of the annular combustion chamber to be studied
in the next chapter, of which an analytical solution is no longer
available.

4 Eigenmodes of an Inclined Annular Combustion
Chamber

In Fig. 4 the geometry of an annular gasturbine combustor,
typical for theV34.3A gas turbine family, together with the finite
element discretization of a quarter of it is shown. The mesh con-
sists of 4800 isoparametric 20-node brick elements including
about 22,400 degrees-of-freedom.

With this geometry fixed, the following types of analysis have
been performed:
Analysis I II III

Velocity of
sound

c05const c5c(x)
~see Fig. 5!

c5c(x)
~see Fig. 5!

Boundary
condition at
burner inlets

]F/]n50
~rigid!

]F/]n50
~rigid!

F50
~open!

Rigid walls (]F/]n50) are assumed at all other boundaries.
The burner outlets are represented by six holes and the centers
placed at equal distance in the middle of the surface adjacent to
the burners.

Table 2 Eigenfrequencies of an annular gas turbine combus-
tion chamber according to problems I, II, and III „see text …, and,
for comparison, to the cylinder model of Section 3. The bold
typed frequencies indicate modes with axial Õradial „no hoop …

contributions only.

(N) l Problem I Problem II Problem III Problem IV

1 0 0 0.56 0
2 0.32 0.32 0.65 0.32
4 0.63 0.63 0.87 0.64
6 0.94 0.93 1.14 0.96
8 1.24 1.22 1.42 1.28

10 1.35 1.34 1.53 1.34
11 1.39 1.38 1.57 1.38
13 1.53 1.51 1.68 1.49
15 1.53 1.52 1.70 1.59
17 1.72 1.72 1.86 1.65
19 1.81 1.78 1.98 1.85
21 1.97 1.96 2.09 1.90
23 2.09 2.05 2.24 2.08
25 2.24 2.24 2.35 2.20
27 2.34 2.31 2.36 2.32
28 2.36 2.31 2.37 2.46
30 2.36 2.33 2.43 2.48
32 2.41 2.37 2.48 2.50
33 2.43 2.39 2.50 2.55
35 2.43 2.39 2.51 2.58
37 2.49 2.46 2.52 2.66
39 2.52 2.48 2.58 2.68
41 2.54 2.52 2.62 2.70
43 2.60 2.56 2.63 2.76
45 2.63 2.59 2.70 2.79
47 2.67 2.60 2.76 2.80
49 2.77 2.75 2.78 2.80
51 2.81 2.76 2.86 2.82
53 2.82 2.81 2.90 2.84
55 2.89 2.82 2.94 2.85
57 2.97 2.91 3.01 2.88
59 3.00 2.97 3.06 2.97
61 3.10 3.06 3.12 2.98
63 3.15 3.09 3.18 2.98
65 3.19 3.09 3.23 3.09
67 3.20 3.20 3.24 3.10
69 3.26 3.21 3.25 3.11
70 3.28 3.21 3.25 3.11
72 3.33 3.26 3.29 3.18
74 3.38 3.28 3.32 3.27
76 3.40 3.29 3.36 3.29
78 3.40 3.34 3.45 3.37
80 3.41 3.36 3.47 3.37
82 3.43 3.41 3.54 3.41
83 3.45 3.43 3.54 3.45
85 3.47 3.44 3.55 3.47
87 3.50 3.47 3.55 3.63
89 3.51 3.48 3.58 3.64
91 3.58 3.51 3.60 3.66
93 3.62 3.56 3.60 3.66
95 3.64 3.56 3.68 3.66
97 3.65 3.57 3.69 3.67
99 3.66 3.61 3.75 3.67

101 3.69 3.68 3.75 3.70
103 3.75 3.73 3.79 3.78
105 3.80 3.75 3.79 3.88
107 3.83 3.76 3.82 3.88
109 3.86 3.81 3.92 3.90
111 3.91 3.82 3.93 3.90
113 3.92 3.84 3.93 3.93
115 3.98 3.90 4.00 3.94
117 4.00 3.99 4.06 4.01
119 4.04 4.00 4.09 4.03
121 4.10 4.02 4.10 4.04
123 4.17 4.03 4.12 4.08
125 4.17 4.07 4.14 4.09
127 4.17 4.10 4.24 4.14
129 4.19 4.18 4.25 4.15
131 4.27 4.22 4.26 4.16
132 4.29 4.23 4.28 4.16
134 4.32 4.24 4.30 4.21
136 4.33 4.27 4.33 4.22
138 4.35 4.28 4.34 4.22
140 4.39 4.31 4.36 4.31
142 4.39 4.31 4.39 4.33
144 4.40 4.33 4.41 4.34
146 4.42 4.35 4.44 4.41

Table 2 „Continued ….

148 4.43 4.40 4.44 4.43
150 4.47 4.42 4.52 4.45
152 4.50 4.42 4.55 4.49
153 4.51 4.43 4.56 4.50
155 4.55 4.46 4.58 4.54
157 4.58 4.51 4.59 4.54
159 4.61 4.52 4.61 4.59
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The spatial distribution of the velocity of soundc(x)/c0 is
given in Fig. 5.c0 is the maximum speed of sound in the com-
bustion chamber.c(x) is calculated from the temperature field and
the distribution of species concentration taken from a CFD analy-
sis of the combustion process@7#. The distribution of the speed of
soundc(x) is quite similar to the temperature distribution. It is
nearly constantc(x)5c0 downstream of the flame front which
covers most of the combustion chamber. Valuesc(x) less thanc0
are observed upstream of the flame front in the immediate vicinity
of the burner outlets and near the wall, where cooling air is added.
In the inner recirculation zone, values greater thanc0 are
calculated.

In Table 2 the eigenfrequencies for Problems I, II, and III are
listed. The values are again normalized byv05c0(6p2/V)1/3. As
before, the nondegenerate modes are marked as bold characters.
To avoid repetitions, the degenerate modes are mentioned only
once, resulting in steps of 2 of the mode numberN in the list. For
comparison the cylinder solution of the preceding section with
rigid walls assumed at all boundaries is also given.

As the annular combustion chamber has the shape of a cone, the
axial and radial directions mix and the integers~nl! have no mean-
ing anymore. Nevertheless, the low eigenfrequenciesv,2v0 for
Problems I, II, and the cylinder model are in good agreement and
show distinct gaps. For higher values ofv/v0 the eigenfrequen-
cies become blurred, and minor differences in the mode shape
occur in these three problems. For example, the third axial/radial
mode is assigned toN527 in Problem I and the cylinder problem,
but it is assigned toN528 in Problem II. Hence, in Table 2 the
numbersN only refer to Problem I. The effect of the space-
dependent velocity of soundc(x) in Fig. 5 is about 5 percent for
the entire spectrum. In Fig. 6 four examples of pressure distribu-

tions corresponding to Problem II are shown. The locations of
pressure nodes are indicated by the interface areas between the
two green colors. Modes 2 and 4 are the lowest circumferential
dominated modes, mode 10 is the lowest mode without any cir-
cumferential contribution. Mode 6 is a typical mixed mode.

Problems I, II and the cylinder problem have equally formu-
lated boundary conditions of Neumann type on all boundaries,
whereas for Problem III at the circular holes of the burner inlets a
Dirichlet-type boundary condition has been prescribed. Hence, the
lowest eigenfrequency is greater than zero and the spectrum is
completely different to the other three, as already becomes evident
looking at formulas~9! and ~10!. Figure 7 confirms this showing
some simpler mode shapes. The lowest eigenfrequency corre-
sponds to a half-sine primarily in axial direction. Mode 2 and 3
are the lowest modes showing distinct circumferential contribu-
tions. Mode 6 has dominant axial-/radial contributions and corre-
sponds to mode 10 in the preceding example.

5 Conclusion
An analysis of the acoustic wave motion of an annular gastur-

bine combustor has been performed.
The quality of the analysis has been verified using a cylinder

ring, which is a simple geometry with an analytical solution. It is
demonstrated that the entire acoustic spectrum can be calculated
by finite element analysis with rather high accuracy for the lower
frequencies that are sufficiently far apart from each other. The
efficiency of the numerical eigenvalue analysis can be improved
by making use of symmetry, by splitting the problem into several
steps with alternate boundary conditions, and by choosing the

Fig. 6 Selected eigenmodes of the annular combustor with boundary conditions of Problem II. The pictures
show the normalized pressure distribution.
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shift frequencyvs in the range of frequencies one is interested in.
An inhomogeneous velocity of sound has been included.

The 200 lowest eigenmodes of an annular combustion chamber
are calculated by finite element analysis within a quarter section
model. The analysis also provides a normalized pressure distribu-
tion identifying the set of nodes of the respective modes. At the
burner side different boundary conditions have been imposed. It is
demonstrated that this has a strong influence on the eigenfre-
quency spectrum. Therefore, it is inevitable to know the burner
impedance precisely. Since no mixing air is added to the combus-
tion system, the effect of a space-dependent velocity of sound on
the spectrum is only about five percent. As observed in every kind
of cavity, the eigenfrequency spectrum shows distinct gaps for the
lower modes, whereas the higher modes, which have been given
to show the quality of the finite element scheme and the role of
the boundary conditions, become blurred.

Nomenclature

c 5 speed of sound
L 5 axial length of the cylindrically shaped com-

bustor
N 5 discrete integer values to characterize the indi-

vidual eigenmodes
~nlmk! 5 set of integer valuesN to characterize the

eigenmodes of the cylindrically shaped com-
bustor

p 5 acoustic pressure
r a 5 outer radius of the cylindrically shaped com-

bustor
r i 5 inner radius of the cylindrically shaped com-

bustor

t 5 time
V 5 acoustic velocity

x5(r ,f,z) 5 spatial coordinates
F 5 scalar velocity potential

FN 5 eigenfunction corresponding to the eigenfre-
quencyvN

k 5 compressibility of acoustic medium
r 5 density of acoustic medium

v0 5 eigenfrequency normalizing factor~equals the
proportionality factor in the limitN→} ac-
cording to Eq.~4!!

vN 5 eigenfrequency to be characterized by discrete
values ofN
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Compressor Exit Conditions and
Their Impact on Flame Tube
Injector Flows
Within a gas turbine engine the flow field issuing from the compression system is nonuni-
form containing, for example, circumferential and radial variations in the flow field due to
wakes from the upstream compressor outlet guide vanes (OGVs). In addition, variations
can arise due to the presence of radial load bearing struts within the pre-diffuser. This
paper is concerned with the characterization of this nonuniform flow field, prior to the
combustion system, and the subsequent effect on the flame tube fuel injector flows and
hence combustion processes. A mainly experimental investigation has been undertaken
using a fully annular test facility which incorporates a single stage axial flow compressor,
diffuser, and flame tube. Measurements have been made of the flow field, and its frequency
content, within the dump cavity. Furthermore, the stagnation pressure presented to the
core, outer and dome swirler passages of a fuel injector has been obtained for different
circumferential positions of the upstream OGV/pre-diffuser assembly. These pressure
variations, amounting to as much as 20 percent of the pressure drop across the fuel
injector, also affect the flow field immediately downstream of the injector. In addition,
general variations in pressure around the fuel injector have also been observed due to, for
example, the fuel injector position relative to pre-diffuser exit and the flame tube cowl.
@DOI: 10.1115/1.1383773#

Introduction
In order to achieve efficient combustion and a satisfactory com-

bustor exit traverse it is important to generate the correct flow
field and mixing patterns within a flame tube. With this in mind
air issuing from the compressor is initially decelerated, by the
combustor diffuser system, prior to being distributed to the flame
tube and its various features. The complex flow field, generated
within the flame tube, is therefore determined by the combustor
diffuser flow and its interaction with the porosity and blockage of
the flame tube. Current advanced core engines usually incorporate
dump diffusers~@1#! in which a pre-diffuser, located immediately
downstream of the compressor outlet guide vane~OGV! row, is
then followed by a recirculating ‘‘dump’’ region surrounding the
flame tube head. This abrupt expansion ensures insensitivity to
manufacturing tolerances/thermal expansions and provides flow
stability over a wide range of engine operating conditions. A large
number of investigations have been conducted on such systems,
with a comprehensive review being given by Klein@2#. In general
these investigations have attempted to identify the most significant
parameters which affect diffuser performance, as usually indicated
by the overall stagnation pressure loss and static pressure rise
within the diffuser. While some of these investigations have also
highlighted how overall performance is affected by inlet condi-
tions, very few investigations have considered the generation and
transmission of inlet nonuniformities, through the diffuser system,
and their local effect on flame tube features. Although the produc-
tion of turbulence as flow passes around the flame tube head and
into each feed annulus may help reduce such nonuniformities in
these regions, this may not be the case for the flow which passes
directly through the cowl and into the flame tube fuel injectors.

Within a gas turbine engine the flow field issuing from the
compression system is highly nonuniform containing, for ex-

ample, circumferential variations in the flow field due to well-
defined wakes from the upstream compressor outlet guide vanes
~OGVs!. Work already published by various authors including
Stevens and Williams@3#. Stevens et al.@4# Klein @5#, and Car-
rotte et al.@6# have indicated that, although some wake mixing
occurs within the pre-diffuser, blade wakes are still evident at
pre-diffuser exit. This is likely to continue as the general require-
ment to reduce weight, and thus axial length, tends to decrease the
distance available for mixing prior to the flame tube. A further
consideration is that OGV/pre-diffuser assemblies usually provide
a structural load path, for the nozzle guide vane and combustor
pressure loads, and these loads are becoming more critical due to
deeper flame tubes and increased pressure ratio engine cycles. As
a consequence OGV blades may be thicker or, alternatively, radial
struts may be located within the pre-diffuser. Examples of such
strutted systems are given by Madden et al.@7# and Barker et al.
@8# and the wakes from these struts introduce further flow nonuni-
formities into the system. Thus, although the design of flame tube
fuel injectors is undertaken by assuming a uniform approach flow,
such components may be operating in a highly nonuniform envi-
ronment. This is not only due to the general distortion caused by
the presence of the flame tube cowl or other flame tube features,
but also local variations associated with the flow approaching the
flame tube.

This paper is concerned with characterization of the nonuni-
form flow field which enters the combustion system and its poten-
tial impact on the flame tube airspray fuel injectors. A mainly
experimental investigation has been undertaken using an isother-
mal test facility which incorporates a single stage axial flow com-
pressor, an OGV row with representative aerodynamic loading, a
diffuser, and flame tube. The two geometries tested include that of
a structural OGV row and an alternative radially strutted system,
with both geometries being typical of current engine design prac-
tice. Measurements have been made of the flow field entering the
diffuser system, within the dump cavity, and that immediately
downstream of the fuel injectors within the flame tube. In addition
the stagnation pressure distribution delivered to the various fuel
injector passages has been obtained within a representative fuel
injector geometry. This information is of particular significance

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Indianapolis, IN, June
7–10, 1999; ASME Paper 99-GT-238. Manuscript received by IGTI, Oct. 1998; final
revision received by the ASME Headquarters, March 1999. Associate Editor: D.
Wisler.
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due to the ever more stringent emissions legislation that necessi-
tates tighter control of fuel air ratios and flame tube mixing
patterns.

Experimental Facility

Overall Test Facility. A comprehensive description of the
overall experimental facility is given by Wray et al.@9# with the
working section approximating a large-scale version of a current
engine geometry. Air is drawn from atmosphere into a large ple-
num, above the vertically mounted facility, prior to passing
through the entry flare which also contains a honeycomb flow
straightener. Particular emphasis has been placed on obtaining
reasonably engine representative inlet conditions to the systems
being investigated, and so a single-stage axial compressor rotor is
located immediately upstream of the working section. This pro-
vides a reasonable compromise between capturing the main com-
pressor outlet/diffuser inlet flow features, present within an en-
gine, while avoiding the high costs associated with running a
multistage compressor facility. The compressor consists of an 80-
blade inlet guide vane~IGV! row and a rotor, this having a tip
clearance of approximately 0.7 percent of blade height, and is
driven by a 45 kW DC motor sited in the exhaust plenum below
the test rig.

At inlet to the OGV row the mean radius and passage height are
375 mm and 36.6 mm respectively~Fig. 1!, and consistent with
these dimensions various OGV/pre-diffuser geometries can be ac-
commodated. At pre-diffuser exit the flow then enters the dump
cavity and divides to pass either into the outer and inner feed
annuli, or directly into the flame tube. In addition, to simulate
turbine cooling flow a limited amount of air is removed through a
series of plunged holes~Ø43.5 mm! within the inner dump casing,
located approximately 160 mm axially downstream of the OGV
inlet plane. At an axial location corresponding to traverse planes

XO1 and XI1~Fig. 1!, the radial depth of the annular flame tube is
5.5 times the passage height at OGV inlet (h2) with this ratio
increasing to 6.3 downstream of the second cooling ring~XO3,
XI3!. Flow can enter the flame tube through primary cooling
rings, primary ports and secondary cooling rings located within
each feed annulus. Porosity through the flame tube head is pro-
vided by holes~Ø79.5 mm! in each of the 20 flame tube burner
sectors, this flow then entering the combustor primary zone
through the fuel injectors and cowl back-plate.

Downstream of the test section a complex series of throttles
control the facility and maintain the compressor on its desired
operating point. This corresponded to a rotor flow coefficient~f!
of 0.4 and a nondimensional speed (N/AT) of 169. For a typical
ambient temperature of 291 K this resulted in a rotor speed of
2880 rpm and approximately 46 deg of inlet swirl to the compres-
sor outlet guide vanes~OGVs!. The throttle system allowed the
required mass flow distributions to be set at 24.3 percent~outer
feed!, 20.4 percent~inner feed!, 48.7 percent~flame tube!, and 6.4
percent~turbine bleed!. Note that the feed annuli and flame tube
mass flows were measured downstream of the second cooling
rings ~planes XI3, XO3!, and these distributions could be main-
tained within60.5 percent~feed annuli! and 60.1 percent~tur-
bine bleed! of their respective nominal values.

OGVÕPre-diffuser Geometries. The distance between the
OGV leading edge and the downstream combustor was main-
tained constant in all tests. Within this space OGV/pre-diffuser
geometries could be fitted~Fig. 2!, the distance between OGV
inlet and pre-diffuser exit also being the same for each geometry
(3.27h2).

The long chord~structural! OGV/pre-diffuser system contains
108 blades through which a limited structural load can be trans-
ferred across the gas passage. The chord of each blade is approxi-
mately 57 mm with a thickness/chord ratio of 7 percent. This
blade row is attached to a pre-diffuser, of area ratio 1.40 and
nondimensional length 1.75, and is typical of a modern engineFig. 1 Test rig

Fig. 2 Geometric definition of outlet guide vane „OGV… diffuser
assemblies
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geometry~Fig. 2~a!!. It should be noted that the ratio of OGVs
~108! to fuel injectors~20! is not an integer number. Hence, rela-
tive to the injectors the position of the upstream OGVs, and their
associated blade wakes, will vary from one sector to another.
Within the strutted system~Fig. 2~b!! the OGV blades have a 6
percent thickness/chord ratio, but it should also be noted that the
blade chord has been reduced from 57 mm to approximately 39
mm. Hence, to maintain a comparable aerodynamic blade loading
the number of blades is increased to 160. The shorter blade chord
means that for the same overall length, between OGV inlet and
pre-diffuser exit, the area ratio of the longer pre-diffuser can be
increased to 1.45 whilst maintaining a similar diffuser aerody-
namic loading~@10#!. In this case the structural load is sustained
by radial struts within the pre-diffuser, one per flame tube burner
sector, with the struts being circumferentially positioned midway
between the trailing edges of the upstream OGV blades. Note that
because of the positive pressure gradient in the diffuser the strut
thickness increases along the entire length of each strut, in order
to ensure that separation is fixed at the blunt trailing edge located
at pre-diffuser exit. At this location the blockage, produced by the
struts, was approximately 10.6 percent of the datum geometric
passage area. At pre-diffuser exit the casing dimensions were
therefore adjusted to account for the strut blockage, so maintain-
ing a constant exit passage area. It should also be noted that some
tests are reported in which, using a similar design methodology, a
thin strut of similar profile was located within the prediffuser.
However, the thickness of this strut was half that of the standard
strut ~Fig. 2~b!!.

Instrumentation
The majority of measurements were obtained with miniature 5

hole pressure probes of overall diameter 1.7 mm, hole bore 0.25
mm, which were used in a nonnulled mode as outlined by Wray
et al. @9#. These provided local mean values of stagnation pres-
sure, static pressure and velocity magnitude and direction. Area
traverses could be performed at compressor inlet~X1!, rotor exit/
OGV inlet ~X2!, OGV exit ~X3!, pre-diffuser exit~X4!, and at 6
planes within the outer and inner feed annuli~Fig. 1!. To enable
the collection of additional data the design of the test facility was
modified so that the flame tube, OGV, and IGV blade rows were
mounted on bearings. Hence the OGV/prediffuser assembly could
be rotated to any circumferential position relative to the flame
tube fuel injectors. Furthermore, two types of fuel injector could
be incorporated within the flame tube.

Simulated Fuel Injectors. For part of the test program simu-
lated fuel injectors were located in the center of each cowl hole
~Fig. 3a!. These have the same external geometry as that of the
engine airspray fuel injectors with a comparable effective area.
However, they contain no internal geometric features, such as
turning vanes, and the annular passages surrounding the main bar-
rel have been approximated by a series of discrete holes~Fig. 3a!.

The simulated fuel injectors permitted instrumentation access to
the dump cavity region, with hot wire anemometry measurements
being made at up to four axial planes between pre-diffuser exit
and the flame tube cowl. These were obtained by inserting single
hot wires, mounted within the flame tube, through the center pas-
sage of a simulated fuel injector. Furthermore, within one of these
injectors a pitot probe has been located in the center passage~CS!,
with four pitots also being located in the surrounding holes~Fig.
3~a!!. These probes are located flush with the top of their respec-
tive holes and are used to indicate the stagnation pressure field
being presented to the upstream face of the fuel injector. With the
flame tube in a fixed position data could be obtained, using this
instrumentation, as the upstream OGV/pre-diffuser assembly was
rotated to 160 different circumferential positions relative to the
flame tube fuel injectors.

Engine Representative Airspray Fuel Injectors. For mea-
surements within the fuel injectors and in the downstream flame

tube, fuel injectors were manufactured to include co-rotating
swirler passages~Fig. 3~b!!. The presence of swirl vanes restricted
instrumentation access but stagnation pressures were obtained
within the core, outer and dome passages using pitot probes lo-
cated at the exit plane of the turning vanes~Fig. 3~b!!. At these
locations pitot probes were placed midway between vane trailing
edges at the swirl vane stagger angle. It is thought that this pro-
vided good alignment of the local flow direction with each pitot
probe. As with the simulated fuel injectors measurements could be
made, using these pitot probes, with the upstream OGV/pre-
diffuser assembly located at a variety of circumferential positions.

Within the flame tube measurements were made at a plane lo-
cated 10 mm downstream of an engine representative fuel injector
~Fig. 3~b!! which corresponded to approximately 0.5 core passage
exit diameters. Traverses could be performed about the fuel injec-
tor centreline in either the radial or circumferential directions.
Measurements were made with five hole probes in which, relative
to the conventional probe geometry, the head was modified so that
measurements could be made with flow angles in pitch/yaw as
high as 50 deg. In order to obtain frequency information addi-
tional measurements were also undertaken with single hot wire
probes.

Data Reduction and Analysis
At each traverse point, five hole probes provided information

on stagnation and static pressure in addition to velocity magnitude

Fig. 3 Flame tube fuel injectors and instrumentation
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and direction. Using this information the overall mean velocity
and mass flow through a traverse plane was calculated as

ṁ5E rudA5rŪA (1)

whereA is the flow passage area at the plane concerned. Spatially
averaged values of stagnation (P̄) and static (p̄) pressure were
mainly defined by mass weighting the appropriate individual val-
ues, i.e.,

P̄5
1

m E
A
PrudA and p̄5

1

m E
A
prudA. (2)

Where quoted, the mean pressures at a traverse plane are derived
using this mass weighting technique.

It is conventional that static and stagnation pressure are nondi-
mensionalized by a relevant aerodynamic quantity. For various
reasons~@10#! the pressure data is nondimensionalised by the total
dynamic head (P̄2 p̄) upstream of the rotor~plane X1! and the
mass weighted stagnation pressure at OGV inlet~plane X2!. A
stagnation pressure coefficient is therefore expressed as (P
2 P̄X2)/( P̄X12 p̄X1). All velocity contours (u/Ū) are presented
relative to the mean velocity at the OGV exit plane (Ū3).

In addition to the experimental data a convenient theoretical
method, as described by Hill et al.@11#, has been adopted to in-
dicate the development of turbulent wakes within pressure gradi-
ents. The method is based on momentum integral equations and an
‘‘eddy viscosity’’ which is assumed uniform across the wake and
proportional to the product of local freestream velocity and mo-
mentum thickness. A relative wake depthb is defined as ((U
2uc)/U) whereU is the freestream velocity anduc is the velocity
at the wake centerline. Using various assumptions Hill et al.@11#
outlined the following equation for the wake depth:

b

bo
5S Uo

U D 2S 11
8p2

p224
3S «

Uu D E Uo

U
dS bo

2x

uo
D D 21/2

(3)

where the initial freestream velocity, wake momentum thickness,
and wake depth areUo , uo andbo , respectively. The eddy vis-
cosity is evaluated by assuming that («/Uu) is constant and equal
to 0.044. This equation has been successfully applied by Hill et al.
@11# for single wakes in both diffusing and accelerating pressure
gradients. Here it is used to predict the mixing of a blade wake as
it passes down the center of the pre-diffuser passage and is sub-
jected to the pressure gradients present in such regions.

Estimate of Experimental Errors
At a given data point the experimental accuracy, in regions of

high flow field gradients, will be influenced by the spatial error
associated with the finite distance between the five holes on the
probe tip. This was eliminated by radial and circumferential inter-
polation of the side pressures onto the central measurement hole
as described by Wray et al.@9# However, experimental accuracy is
also influenced by the proximity of casing surfaces, recording, and
digitizing of signals, etc. Due to these various factors the stagna-
tion pressure coefficient measurements, external to the flame tube,
were repeatable to within 0.005 and flow angles were in error by
up to 1 deg. However, larger errors will occur within the flame
tube due to high turbulence levels, highly sheared flow, large
angle variations, etc. Such errors are difficult to estimate but at
various locations several tests were conducted which revealed the
pressure coefficient was repeatable to within 0.015. All hot wire
measurements were made with single wire probes which are sen-
sitive, by varying degrees, to all three components of velocity.
These measurements were therefore used to give a general indi-
cation of the flow velocity and turbulence levels rather than de-
fining an absolute value associated with a specific component.
This was sufficient for the results reported here since what was

often required was to identify a relative change in the flow field
characteristics, produced by differences in the relative positions of
the various geometries.

Results and Discussion
The conditions provided by the upstream rotor stage, which

have been described in detail elsewhere~@6#!, capture the main
features that are typically observed downstream of a rotating
blade row. This flow field then enters the compressor outlet guide
vane~OGV! row and axial velocity contours are presented, at exit
from this row, for both the long chord~structural! and short chord
OGV blade rows~Fig. 4!. Note that inlet guide vane wakes are
partially transmitted through the rotor leading both to slight dif-
ferences of the flow field, between each blade passage, and the
requirement to traverse a different number of blade passages in
each configuration. The measurements indicate relatively well-
behaved blade rows with no significant regions of flow separation
but, as to be expected, well-defined blade wakes and casing
boundary layers are evident. What must now be assessed is the
development of these nonuniform distributions and how they af-
fect both the flow being delivered to the flame tube fuel injectors,
and the flow field generated by the fuel injectors within the flame
tube.

Flow Within the Pre-diffuser. For the long chord~structural!
OGV row the axial velocity contours at pre-diffuser exit~Fig. 5!,
across a flame tube burner sector, show that within the pre-
diffuser some mixing out of each blade wake occurs. Thus al-
though pressure forces can increase the velocity gradients in such
regions this wake decay means that, in general, the shear forces
generated within the flow are of greater significance. Along each
casing some boundary layer growth, due to the positive pressure
gradient, is evident although the flow has remained attached to the
casings at all circumferential locations. For the short chord OGV
blade, which only has a minimal load carrying capability, radial
struts are also located within the pre-diffuser. Thus, in addition to
the circumferential variations of the flow field, associated with the
blade wakes, it can be seen that each strut introduces a well de-
fined wake at pre-diffuser exit which also enters the dump cavity.

Estimates of Wake Mixing. Although the flow field within
the diffuser system is complex, some insight into the flow behav-
ior may be gained by using the relatively simple wake decay
analysis described by Hill et al.@11# The analysis has been re-
stricted to the central portion of the pre-diffuser~i.e., 50 percent
passage height!, which contains that flow most likely to be cap-
tured by the flame tube fuel injectors. The analysis requires the
momentum wake thickness at the OGV trailing edge, and annular
cascade tests on compressor blading~@12#! appear to indicate val-
ues of approximately 1 percent of the blade chord~i.e., uo /C
;0.01!. However, it is widely acknowledged that in a compressor
the values are much greater and based on detailed measurements
of the velocity profile and the blade pressure loss, at mid passage
height, a value of 2 percent of the blade chord has been used~i.e.,
uo /C;0.02!. It has also been assumed that the freestream veloc-

Fig. 4 Outlet guide vane „OGV… exit axial velocity contours
„plane X 3…
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ity measured at OGV exit and pre-diffuser exit varies in a linear
fashion along the pre-diffuser, and using these assumptions the
wake depths~b! derived from detailed measurements, down-
stream of the short chord OGV, can be compared with the pre-
dicted values~Fig. 6~a!!. Allowing for effects such as wakes
merging towards pre-diffuser exit, flow redistribution across the
pre-diffuser passage by secondary flows, enhanced turbulent lev-
els provided by the upstream rotor, etc., the agreement is thought
to be relatively good and captures the most significant features
associated with the wake mixing.

Having validated this method the long chord~structural! and
short chord~strutted! OGV/pre-diffuser systems have been ana-
lyzed. Initial predictions were obtained for mixing of the wake
produced by each OGV blade within a zero pressure gradient flow
field ~i.e., U/Uo51.0!. However, further calculations have in-
cluded the diffusing pressure gradient where, for simplicity, the
freestream velocity distribution assumes a linear change between
OGV exit and pre-diffuser exit. The predictions~Fig. 6~b!! indi-
cate that, immediately downstream of an OGV blade, rapid wake
mixing occurs due to the shear stresses associated with the high
velocity gradients and, in the absence of a pressure gradient, these
stresses would continue to reduce the wake depth. As to be ex-
pected when a pressure gradient is applied the initial rapid mixing
of the wake still occurs. However, as the velocity gradients, and
hence shear stresses, reduce the pressure forces start to have an
increasing effect. Hence, towards the rear of the pre-diffuser the
wake depth is approximately constant as the pressure forces be-
come of greater significance, although the pressure gradients are
not of sufficient magnitude to cause the wake depths to grow
within the pre-diffuser. These predictions are in reasonable agree-
ment with the experimental data where, at pre-diffuser exit, wakes
depths~b! in the range of 0.22 to 0.30~short chord! and 0.28 to
0.42 ~long chord! were obtained. Note that this range of values
indicated differences in wake mixing, between blades, due to the
relative position of the upstream IGVs~i.e., wakes produced by
the IGVs influence the OGV wake development!. Furthermore it
is also interesting to note that a similar comparison was under-
taken by Stevens et al.@17# but for OGV wakes decaying down-

stream of a multistage compressor. Again good agreement was
obtained with the predictions based on the analysis of Hill et al.
@11# for an isolated wake, indicating the importance of the shear
stresses generated by the initial velocity gradients in the wake
region. It also follows that, although there is a difference in Rey-
nolds number between the current and engine operating condi-
tions, this difference will have a relatively small effect on
the wake generated by the blade and hence the observed mixing
characteristics.

At pre-diffuser exit comparison of the predictions~Fig. 6~b!!
and experimental data~Fig. 5! indicate the same trends; namely
the short chord OGV blade wakes are better mixed out, and less
well defined, compared with the structural OGV geometry. It can
be seen that this is partially due to the longer length of the short
chord OGV pre-diffuser (2.23h2), relative to the structural blade
pre-diffuser (1.75h2), so that a greater length is available for
mixing out of the blade wakes. Furthermore, the smaller wakes
that are produced by the short chord OGV generate larger shear
stresses so also leading to a more rapid mixing of the wake~Fig.
5!. However, it should be remembered that the radial struts present
within the short chord OGV/pre-diffuser system introduce rela-
tively large wakes at pre-diffuser exit. What is difficult to assess is
the subsequent development of the various wakes, within the
dump cavity, prior to the fuel injectors. Nevertheless since the
blade wakes are well developed and the shear stresses small, the
blade wakes are likely to persist for some distance downstream of
the pre-diffuser exit plane. As an example, an extrapolation of the
OGV blade wake development, within the dump cavity, has been
considered by assuming the freestream velocity variations prior to
the pre-diffuser exit plane continue within the dump cavity~Fig.
6~b!!. It is also interesting to consider the strut wake, with the
predictions being based on an estimated initial momentum thick-
ness (uo) of half the trailing edge thickness. The size of this wake

Fig. 5 Pre-diffuser exit axial velocity contours „plane X 4…

Fig. 6 Experimental and predicted relative wake depths
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means the initial shear stresses are not as large, compared with the
wakes from the compressor blading, and so the initial rate of
mixing is not as great. Hence, if a pressure gradient is applied then
this can have a significant effect on the depth of the strut wake.
The problem is that in reality the flow in this region is complex
and the pressure distributions difficult to estimate.

Dump Cavity Flow „Simulated Fuel Injectors…. So as to
obtain an approximate indication of the mean and turbulent flow
field a single hot wire was mounted, within the flame tube, and
inserted through the center fuel injector passage into the dump
region. Traverses were performed by rotation of the upstream
short chord OGV and strutted pre-diffuser assembly relative to the
stationary flame tube and instrumentation. Note that measure-
ments were also obtained with thin struts whose thickness was
half that of the standard struts.

Measurements of the mean velocity are presented at three axial
locations for the standard strutted system, with the majority of
measurements being concentrated in the vicinity of each strut
wake ~Fig. 7!. The velocity data is presented relative to the cir-
cumferential location around a flame tube burner sector. Reduc-
tions in the overall velocity levels, with axial location, reflect the
upstream blockage effect of the flame tube, while local velocity
variations are due to strut and OGV wakes. As a general comment
the strut wakes appear to be mixing out, as the flow progresses
downstream, but little change is apparent in the OGV wake size.
In addition to mean velocities the frequency content of this flow is
of further interest. In particular, if the turbulent energy is concen-
trated at specific frequencies then problems could arise if the sub-
sequent energy release, due to combustion, also becomes concen-
trated at these frequencies. The frequency spectra obtained
midway between struts, such as that presented 20 mm (x/L
50.377) downstream of prediffuser exit~Fig. 8!, indicate no evi-
dence of a rotor wake passing frequency~;4.8 kHz! or specific
frequencies associated with the OGV blade wakes. However, in
the vicinity of both the thin and standard struts there is strong
evidence of vortex shedding. Furthermore both the frequency and
mean velocity data indicate how the rate of wake mixing is de-
pendent on the strut trailing edge thickness. For example, down-
stream of the thin strut the peak in the frequency spectra is great-
est at 38 percent of the dump cavity, with the vortices starting to
decay by the 75 percent location. In contrast for the thicker~stan-
dard! strut the peak in the frequency spectra is, if anything, great-
est at this 75 percent location.

The frequency at which vortices are shed is described by the
Strouhal number (Str5 f l /U) which incorporates a characteristic
velocity ~U! and length~l! in addition to the frequency~f ! at

which shedding occurs. In a complex geometry and flow field
such as that being investigated such quantities are difficult to de-
fine. However, a crude estimate based on the pre-diffuser exit
mean velocity, and the trailing edge strut thickness, suggests
Strouhal numbers of approximately 0.24~thin! and 0.21~stan-
dard!. These compare well with the value given by Yang et al.
@13# of 0.24 in their tests on V-shaped bluff bodies. Many authors
such as Roshko@14#, and Bearman@15# have tried to obtain, for
bluff bodies, a universal Strouhal number and suggest that the
characteristic length is the displacement of the shear layers afterFig. 7 Hotwire mean velocity profiles within the dump cavity

Fig. 8 Frequency spectrum measured in dump cavity
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they become parallel downstream of the bluff body. This probably
accounts for slight differences in Strouhal number between the
thin and standard struts. Since the Strouhal number contains a
characteristic length and velocity it should also be noted that the
shedding frequencies measured within the test rig will be different
and, in this case, lower to those which would occur for the engine
on which this facility is approximately based. Furthermore the
value of Strouhal number and, indeed, whether strut shedding is
present at all, is a function of Reynolds number. Hence, the Rey-
nolds number at which any tests are conducted should be assessed
and, as was done in this case, be related to specific engine oper-
ating conditions~@16#!.

Stagnation Pressures at Fuel Injector Inlet „Simulated
Flame Tube Fuel Injectors…. Tests were performed in which
each OGV/pre-diffuser assembly was rotated, through a complete
flame burner sector, relative to the flame tube and fuel injectors
which remained fixed. For the long chord~structural! OGV the
observed central pitot~CS! pressure variations, with OGV/pre-
diffuser circumferential location~Fig. 9~a!!, are at the same pitch
as that of the upstream OGV blades. These variations therefore
indicate the sensitivity of this fuel injector passage to the OGV
wakes issuing from the pre-diffuser. Comparison with the circum-
ferential pressure distribution at pre-diffuser exit, as measured at
50 percent passage height, indicates a small amount of wake mix-
ing within the dump cavity. However, it has already been noted
that at this stage of blade wake development the shear forces are
relatively small, so that significant variations are still evident in
the vicinity of the fuel injector. For the strutted system~Fig. 9~b!!
circumferential locations of 0.0 and 1.0 correspond to the struts
being located between fuel injectors, while at 0.50 each strut was

aligned with an injector centerline. Relative to the structural OGV
the smaller blades reduce the associated pressure fluctuations but,
not surprisingly, a greater reduction in pressure occurs when the
strut wake impinges on the central fuel injector passage. However,
comparison with the pre-diffuser exit flow field indicates a rapid
mixing out of the strut wake in the dump cavity so it is the shear
forces, rather than the pressure forces, which are the dominating
influence on strut wake development within the dump cavity.
These observations, for the center passage of the fuel injector,
support the previously described hot wire measurements made
within the dump cavity. Some results are also presented for loca-
tions which surround the main barrel of the fuel injector~pitot
locations 1, 3~Fig. 3~a!!!, for which the observed pressure fluc-
tuations are more complex~Fig. 10!. These results are repeatable
and do indicate sensitivity to the upstream OGV/pre-diffuser ge-
ometry. It appears though the whole flow pattern, within the cowl
region, is modified rather than just a simple case of impinging
wake flows. However, there is some concern that the upstream
influence of swirl vanes, which are absent in this configuration,
could influence the flow behavior around the fuel injector and the
measured stagnation pressures may be affected by misalignment
of the Pitot probes with the local flow field.

These measurements indicate the sensitivity of the fuel injector
flow to the wakes and other nonuniformities issuing from the pr-
ediffuser. It is also interesting to note that in nonstrutted systems
the number of compressor OGVs is not an integer number of
flame tube burner sectors. Hence, potential sector to sector varia-
tions could arise as the position of upstream blades vary, within
each sector, relative to the fuel injector. What is difficult to asses
though is the relative importance of these effects. For example,
relative to the pressure loss of the flow passing to each feed an-
nulus, as indicated on each diagram~Figs. 9 and 10!, the pressure
variations are relatively large. Of more significance though is the
magnitude of these variations relative to the fuel injector pressure
drop.

Stagnation Pressure Measurements at Fuel Injector Exit
„Engine Representative Flame Tube Fuel Injectors…. For the
long chord ~structural! OGV the stagnation pressure variations,
with upstream blade row location, are presented for each passage
~Fig. 11!.

(a) Core Flow. The magnitude of these variations are com-
parable with that measured at inlet to the center passage of the
simulated fuel injector. Furthermore these variations in the pres-
sure coefficient value, between 0.0 and20.30, can be compared
with the value of21.4 based on the stagnation pressure at X2 and
the static pressure measured within the combustor

Fig. 9 Simulated fuel injector stagnation pressure
distributions

Fig. 10 Simulated fuel injector stagnation pressure
distributions
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(b) Outer Swirler Flow. This appears relatively insensitive
to the presence of wakes and other circumferential variations of
the flow field issuing from the pre-diffuser. However, differences
in the overall pressure levels are observed due, it is thought, to the
general way in which flow is supplied to the fuel injector. For
example the stagnation pressure is relatively low behind the fuel
injector feed arm~O3! and in the diametrically opposite location
~O6!. This supports previous work where it was thought flow of
high pressure is supplied to each side of the fuel injector~O1, O2,
O4, O5! because these positions are aligned with pre-diffuser exit,
whereas O3 and O6 are, respectively, in line with a fuel injector
arm and outside the exit diameter of the pre-diffuser. These re-
gions are therefore supplied with low pressure flow due to either
~i! this fluid originating from the pre-diffuser boundary layer or
~ii ! this fluid entering the cowl either side of the fuel injector and
then migrating around the injector. These changes to the general
pressure levels are of comparable magnitude to the circumferen-
tial variations due to blade wakes for the core flow.

(c) Dome Swirler Flow. Flow within the dome passage ex-
hibits some sensitivity to the upstream OGV blade row position.
However, relative to the core the pressure variations are more
erratic. In addition, general differences in the overall pressure
level due to the combustor geometry are apparent. For example,
low pressure is recorded in that region of the passage downstream
of the fuel injector feed arm~D3!.

Results for the strutted pre-diffuser system are similar to those
for the long chord~structural! OGV ~Fig. 12! although a general
reduction of the pressure variations, with OGV/pre-diffuser rota-
tion, is observed. This is thought to be due to both the less well-
defined blade wakes and the more axial flow issuing from the
pre-diffuser when struts are present~@8#!. Not surprisingly for the
core flow the stagnation pressure is at a minimum when the struts
and fuel injectors are aligned. For the outer swirler passage the

same changes in overall level are observed while for the dome
passage both the general levels and the circumferential variations
appear to be reduced relative to the long chord structural system.
This passage is thought to be particularly sensitive to the axial
alignment of flow issuing from the pre-diffuser and the presence
of any residual swirl.

Pneumatic Measurements Within the Flame Tube„Engine
Representative Flame Tube Fuel Injectors…. Pressure mea-
surements were made to establish what effect the observed stag-
nation pressure distributions, within the swirler passages, had on
the isothermal flow field produced by the fuel injectors within the
flame tube. Although this represents a complex measurement en-
vironment with varying pressure gradients, raising some reserva-
tions concerning the indicated magnitudes, the instrumentation is
thought adequate for detecting a relative change in the flow field.
Furthermore, measurements were actually undertaken at three
planes within the flame tube~@10#!, but results are only presented
for the plane 0.5 core diameters~10 mm! downstream of the fuel
injector exit.

To establish if the pressure variations associated with the long
chord ~structural! OGV blade wakes have a significant effect, on
the fuel injector flow field, measurements were obtained with the
OGV/pre-diffuser assembly located at six different circumferential
positions. This range of positions corresponded to an OGV blade
space and, at each position, circumferential and radial traverses
were performed within the flame tube. Circumferential distribu-
tions of stagnation pressure, total, and axial velocity are presented
~Fig. 13! for the two profiles exhibiting the largest differences. At
this location portions of the core, outer and dome passage flows
can be identified but differences between the profiles are also
apparent, i.e., the profile changes with upstream location of the
OGV blades. The velocity distributions 10 mm downstream of the

Fig. 11 Engine representative fuel injector stagnation pres-
sure distributions—long chord outlet guide vane „OGV…

Fig. 12 Engine representative fuel injector stagnation pres-
sure distributions—standard strut, short chord outlet guide
vane „OGV…
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fuel injector indicate the large variations that arise, particularly for
the core passage flow, as the OGV position varies relative to the
fuel injector. The stagnation pressure variations are consistent
with those measured within, and upstream of, the fuel injector.
Furthermore these pressure variations, which were approximately
20 percent of the total pressure drop across the fuel injector, are
consistent with the 10 to 15 percent velocity variations observed
within the flame tube. Such variations imply possible variations in
air flow mixing patterns and hence fuel/air ratio.

For the strutted system similar profiles were obtained as the
OGV/pre-diffuser was positioned at five different locations and
with the strut approximately midway between fuel injectors. Rela-
tive to the long chord~structural! OGV the profile variations are
reduced due to the smaller blade wakes. However, a further set of
data was obtained with the struts and fuel injectors aligned and, as
to be expected, the pressure loss associated with the strut wake
has a greater effect on the flow field. Similar circumferential pro-
files are presented as for the structural OGV case to indicate the
differences observed downstream of the fuel injectors~Fig. 14!.
However, these differences are comparable with the variations
observed for the long chord~structural! OGV. This again rein-
forces the view that within the dump cavity shear forces dominate
the strut wake development rather than pressure forces. However,
one area of concern is the shedding of vortices from the struts, as
indicated by the well-defined frequency measured within the

dump cavity. Although the remnants of this process are not evi-
dent at many locations, there are regions within the flame tube
where these vortices could still be observed~Fig. 15!.

Conclusions
Tests have been performed on a fully annular facility and an

assessment has been made of the development of nonuniformities,
within the diffuser system, and their impact on the flame tube fuel
injector flows. The following conclusions have been drawn:

• Downstream of the OGV blade row the steep velocity gradi-
ents, and hence high shear stresses, lead to an initial rapid mixing
of each blade wake. However, as the wakes thicken and the shear
stresses reduce the rate of mixing decreases and, furthermore, the
applied pressure gradients have greater significance. The wakes
observed at pre-diffuser exit therefore pass through the dump cav-
ity so that pressure variations, associated with the blade wakes,
are observed in the vicinity of the flame tube fuel injectors.

• Mixing of the wakes generated by radial struts, located within
the prediffuser, occurs within the dump cavity but the associated
flow field variations presented to the fuel injectors are greater than
those associated with the OGV wakes. Furthermore vortex shed-
ding from these struts was detected within the dump cavity, with

Fig. 13 Circumferential profiles 10 mm downstream of engine representative fuel
injector—long chord structural outlet guide vane „OGV…

Fig. 14 Circumferential profiles 10 mm downstream of engine representative fuel
injector—standard strut „short chord outlet guide vane „OGV……
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Strouhal numbers of between 0.24 and 0.21, and remnants of this
vortex shedding were observed, in certain cases, downstream of
the fuel injectors within the flame tube.

• The local variation in stagnation pressure delivered to the fuel
injector, due to OGV blade wakes, was of order 20 percent of the
pressure drop across the fuel injector. The fuel injector core flow
was most sensitive to the OGV wakes although the dome swirler
passage was also sensitive to the presence of these wakes. Fur-
thermore, within the outer and dome swirler passages variations in
overall pressure around each passage were observed due to the
way flow is supplied to the fuel injector. For example pressures
were relatively high each side of the fuel injector and low behind
the fuel injector feed arm and towards the inner annulus.

• Immediately downstream of each fuel injector there is evi-
dence that the flow field is influenced by the upstream blade and
strut wakes. Velocity variations of order 15 percent were observed
which are broadly consistent with the observed pressure variations
presented to the fuel injectors by these components

Although these measurements cannot quantify the impact on
fuel/air mixing and energy release within the flame tube, they do
indicate that nonuniformities in the approach flow can affect the
mixing pattern generated within the flame tube. However, in ad-
dition to the potential impact on overall performance it should be
remembered that such variations may contribute to observed sec-
tor to sector variations. This is because usually the number of
OGVs is not an integer number of flame tube burner sectors.

Acknowledgments
This work has been carried out with the support of Rolls-Royce

PLC, Bristol and the Defense Research Agency, Pyestock. The
authors would also like to acknowledge Messrs. D. Glover, L.
Monk and W. Nivin for their assistance in the manufacture of this
test rig and to Mr. A. P. Wray for his help in the mechanical design
of this facility. In addition, the help of Dr. Paul Denman, in ob-
taining the hot wire measurements, and the comments of Prof. S.
J. Stevens are also greatly appreciated.

Nomenclature

A 5 area
C 5 OGV or strut chord
f 5 frequency
h 5 annulus passage height

l 5 characteristic length
L 5 diffuser axial length
m 5 mass flow

OGV 5 compressor outlet guide vane
P, p 5 local stagnation, static pressure

r 5 radius relative to rig centerline
r i , r o 5 inner casing, outer casing radius relative to rig

centreline
t 5 strut thickness

Str 5 Strouhal number (f l /U)
T 5 ambient temperature K
u 5 local axial velocity

uc 5 wake centerline velocity
U 5 axial velocity, freestream velocity

Va 5 flow axial velocity through rotor
x, y 5 coordinates along diffuser axis and perpendicular

to it
b 5 wake relative wake depth (U2uc)/U
« 5 eddy viscosity
u 5 wake momentum thickness*(u/U)/((12u/U)dy)

Superscripts

2 5 mass weighted spatial mean value

Subscripts

Xn 5 stations prior to dump cavity~Fig. 1!
CS, n 5 Pitot position within simulated fuel injector

Cn, Dn 5 Pitot positions within core and dome passages of
engine representative fuel injectors

On 5 Pitot positions within outer passages of engine repre-
sentative fuel injectors
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Forced Oscillations in
Combustors With Spray Atomizers
Most types of combustion-driven devices experience combustion instabilities. For
aeroengine combustors, the frequency of this oscillation is typically in the range 60–120
Hz and is commonly called ‘‘rumble.’’ The rumble oscillations involve coupling between
the air and fuel supplies and unsteady flow in the combustor. Essentially pressure fluc-
tuations alter the inlet fuel and air, thereby changing the rate of combustion, which at
certain frequencies further enhances the pressure perturbation and so leads to self-excited
oscillations. The large residence time of the liquid fuel droplets, at idle and subidle
conditions, means that liquid and gaseous phases must both be considered. In the present
work, we use a numerical model to investigate the forced unsteady combustion due to
specified time-dependent variations in the fuel and air supplies. Harmonic variations in
inlet air and fuel flows have been considered and the resulting unsteady combustion
calculated. The influence of droplet size distribution has also been investigated. The
calculations provide insight into the interaction between atomization, unsteady combus-
tion, and flow oscillations.@DOI: 10.1115/1.1396841#

1 Introduction
Most types of combustion-driven devices experience combus-

tion instabilities. These instabilities can cause serious problems,
such as mechanical vibration, noise, enhanced corrosion, and un-
predictable performance. Combustors with fuel-spray atomizers
are particularly susceptible to a low-frequency oscillation at idle
and subidle conditions. For aeroengine combustors, the frequency
of this oscillation is typically in the range 60–120 Hz and is
commonly called ‘‘rumble.’’ In the past, this has caused an au-
dible, and sometimes disturbing noise in the aircraft cabin. How-
ever, combustors are required to have ever wider operating ranges
and reduced emissions, and this is leading to design changes
which can greatly increase the susceptibility to rumble. Radiated
sound levels due to rumble have become excessive, and in some
cases the pressure fluctuations have been so intense that they stall
the engine. Industry has a pressing need for a better understanding
of this instability, if it is to be able to predict the effect of design
changes. This should enable aeroengine manufacturers to design
combustors which run quietly with low emissions, resulting in
obvious benefits for both aircraft passengers and people living
near airports.

The rumble oscillations involve coupling between the air and
fuel supplies and unsteady flow in the combustor. Essentially pres-
sure fluctuations alter the inlet fuel and air flow rates, thereby
changing the rate of combustion, which at certain frequencies fur-
ther enhances the pressure perturbation and so leads to self-
excited oscillations. The large residence time of the liquid fuel
droplets, at idle and subidle conditions~@1#!, means that liquid and
gaseous phases must both be considered. The full problem of self-
excited oscillation in burners with fuel-spray atomizers is there-
fore highly complex: It involves a coupled analysis of unsteady
two-phase flow, turbulent combustion, and acoustics. In the
present work, we have concentrated on the most speculative part,
using a numerical model to investigate forced unsteady combus-
tion due to specified time-dependent variations in the fuel and air
supplies.

The chosen combustion model involves a Monte Carlo simula-

tion of the Williams’ spray equation, together with the equations
of turbulent reactive flow, in the form of transport equations for
the gas-phase flow field. The spray combustion model has been
extended to predict the modulation in the distribution of heat re-
lease rate due to specified variations in the fuel mass flow rate and
droplet size distribution produced by the fuel injector. These com-
bustion models have been applied to the aeroengine geometry.

In next section, the mathematical models used in the calcula-
tions are briefly described. We have investigated the effect of
forced fluctuations in the fuel and air supplies to the atomizer.
Several test cases were devised and calculated to examine the
possible causes of the rumble phenomenon. The results of numeri-
cal calculations are described in Section 3. The response of heat
release rate due to inlet forcing and the transfer function are ana-
lyzed in Section 4. Finally, general conclusions and further work
are discussed.

2 Mathematical Models
The gaseous flow field is modeled though the equations of mo-

tion in Favre ensemble-averaged form. Source terms appear in the
continuity and momentum equations due to evaporation and the
force exerted by the liquid phase. The frequency of the rumble
oscillation is far below typical turbulent eddy frequencies so
quasi-steady flow conditions will prevail. The turbulence time
scales, as well as the local turbulence intensity, are therefore ob-
tained by the well-knownk–e turbulence model, which is known
to give satisfactory predictions of a gas turbine combustor flow
field under steady flow conditions.

In the simulation, the coupling between the turbulence and the
chemical reaction is considered by the laminar flamelet presumed
pdf method. The fuel used in the calculations is kerosene. The
thermo-chemistry is described in terms of the mixture fraction and
its variance, which are obtained by solving their transport equa-
tions together with momentum andk–e equations. The mixture
fraction distribution is represented by a beta function, which has
been shown to be a good approximation for turbulent jets. The
laminar flamelets have been computed and stored in a library,
from which values are ‘‘drawn’’ by interpolation during the com-
putation.

The description of the spray is based on Williams’ spray equa-
tion ~@2#!. This equation can be written as
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where f s is the droplet number density function in the joint space
spanned byx, U, R, ande. HereU is the droplet velocity;F is the
total external force on the droplet per unit mass;R denotes the
instantaneous droplet radius, andṘ is its rate of change.Q̇ is the
rate of change of a droplet’s internal energye. The solution to this
spray equation is obtained by means of a Monte Carlo method.
The Lagrangian equations for trajectory, velocity, size, and tem-
perature are solved. The droplet dispersion in a turbulent flow is
calculated according to the Gaussian distribution~@3#!.

The characteristics of the spray to be described in the inlet
boundary condition include mean droplet size, droplet size distri-
bution, droplet number density, and cone angle. The atomizer and
fuel spray cone are small and the rumble frequency is much lower
than the spray cone breakup frequency. We therefore assume that
the fuel spray responds in a quasi-steady way to the flow through
the atomizer. From results obtained over a wide test range, Lefe-
bvre drew the general conclusion that liquid viscosity has an ef-
fect that is quite separate and independent from that of surface
tension~@4#!. He suggested the following equation to describe the
steady-state airblast atomization droplet diameter

D̄3251023S 11
mf

ma
D 0.5F ~sr f !

0.5

raUa
10.06S m f

2

sra
D 0.425G , (2)

whereṁ is the mass flux rate,r the density,m the dynamic vis-
cosity, ands the surface tension. The sufficesa and f denote the
air and liquid in the atomizer, respectively. Once the Sauter mean
diameter~SMD! D̄32 is obtained, the droplet size distribution can
be calculated from the nondimensional expression
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D̄32
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wheredV/V is the volume fraction occupied by droplets within
the size rangeD to D1dD. We use Eqs.~2! and~3! to relate the
fuel droplet size to the instantaneous air and fuel flow for low
frequency fluctuations. The fuel spray cone angle is described by
random numbers which are generated according to a gamma dis-
tribution. Reference@5# may be consulted for a detailed descrip-
tion of how the calculation was implemented.

3 Numerical Results
The study has been conducted in the idealized two-dimensional

section of an axisymmetric annular combustor shown in Fig. 1,
and summarized in Table 1. The boundary conditions used in the

numerical computation were specified to be representative of an
aeroengine at idle. The inlet air stagnation temperature is 366 K,
and the stagnation pressure is 225 kPa. The exit static pressure is
195 kPa. This leads to an overall air mass flow rate of 5.7 kg/s.
Fuel is equally divided between inlets 1 and 2 and injected at a
mass flow rate of 0.06 kg/s, speed 70 m/s. The temperature of this
liquid fuel is 288 K. The calculation started from a cold flow, and
reached the steady-state solution with artificial relaxation. The
time-step was selected to ensure that the acoustic waves travel less
than one cell per time-step. A contour plot of the steady-state
mean temperature distribution is shown in Fig. 2.

The ‘‘rumble’’ unsteadiness is at low frequency and is thought
to involve coupling between the combustor and its air and fuel
supplies. We have investigated the response to these inlet pertur-
bations through a series of forced calculations. The transfer func-
tion between the unsteady flow in the combustor and inlet fluc-
tuations, sinusoidally forced at a single frequency, was also
calculated. An advantage of a numerical solution is that we are
able to vary parameters in the inlet air and fuel independently and
so investigate their relative importance. Although all the variables
are coupled to each other in a real situation, it is valuable to
decouple them artificially, so that the effects of different factors
can be identified separately. In this study, forced sinusoidal oscil-
lations in the gaseous total pressure and in the fuel mass flow rate
at the inlets are implemented. In this paper we present sample
results in which the frequency of forced oscillation is 65 Hz, and
the fluctuation amplitude is equivalent to 20 percent of the mean
value of the mass flow rate. The influences of the SMD variation
and inlet droplet size distribution are also investigated.

Case 1 Forced Oscillation in Supplied Fuel. First, results
for forced oscillations in the injected fuel mass flow rate will be
discussed. To separate the influence of changes in the droplet size
from the direct effects of fuel flow rate, in the results presented as
Case 1, the inlet droplet size distribution is artificially kept fixed
as the mean value of SMD. The effects of coupled changes in inlet
SMD and distribution due to fuel flow rate as described by Eqs.
~2!–~3! are considered in Cases 3 and 4, respectively. The inlet
fuel mass flow rate is described by the relationship

mf~ t !

m̄f
5110.2 sin 400t. (4)

It is essential to understand the interaction between the two
phases during the combustion oscillations. For instance, the loca-
tion of droplet evaporation has the important effects on the mixing
and combustion processes. Figure 3 shows the recirculation vortex
together with the mass source term due to spray evaporation. It is
seen that the majority of droplets evaporate within the recircula-
tion zone. Shown in Fig. 4 is the mixture fraction distribution at
the same time. It can be seen that the fuel vapor is distributed and
mixed with air by the fluid recirculation. In this region, known as
the primary zone, a low-velocity recirculating flow of hot com-
bustion products provides a continuous source of ignition for in-
coming fuel-air mixture. The mean residence time, estimated from
the recirculation time of a fluid particle is roughly 0.003 s in the
current calculation.

Figure 5 gives time traces of mixture fraction and heat release
rate at two sample points. As shown in Fig. 1, the point A is within
the combustion zone, and the point B near the tip of the flame. An
increase in the rate of fuel injection leads to an increase in vaporFig. 1 Schematic diagram of the geometry

Table 1 The inlet geometry used in the numerical simulations

Inlet No. 1 2 3 4 5 6 7 8 9 10

x mm 0.0 0.0 0.0 0.0 38.0 77.0 135.0 38.0 77.0 135.0
u deg 90.0 90.0 90.0 90.0 58.12 51.92 77.859 62.745 57.76 71.91
r mm 238.0 216.0 270.0 180.0 270.0 270.0 270.0 180.0 180.0 180.0
Dz 1.832 2.019 3.572 3.929 3.408 3.030 4.780 5.112 9.415 7.624
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Fig. 2 Contour plot of the mean temperature distribution at idle conditions. The black line indicates the mean
position of the stoichiometric curve.

Fig. 3 Contour plot a typical fuel vapor evaporation rate distribution at idle conditions. The white line indi-
cates an instantaneous stream line originating in the recirculation zone. The arrows denote velocity vectors.

Fig. 4 Contour plot of a typical Favre-averaged mixture fraction at idle conditions. The white line indicates an
instantaneous stream line originating in the recirculation zone. The arrows denote velocity vectors.
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mixture fraction with a convective time delay. For medium size
droplets, the convection times from the atomizer to points A and B
are larger than the droplet lifetimes. Therefore the droplet evapo-
ration time does not significantly affect the time delays. The time
delay to point A is consistent with the recirculation time, while the
additional time delay between points A and B is caused by the
convection. The fractional amplitude of the perturbation in mix-
ture fraction at points A and B is about 20 percent just as in the
inlet disturbance in Eq.~4!. The influence of mixture fraction on
the rate of heat release depends on whether the mixture is weaker
or stronger than stoichiometric value. For a given variance in
mixture fraction, which is mainly affected by turbulence, the lami-
nar flamelet library gives a maximum rate of heat release when
the mixture fraction is equal to its stoichiometric value of 0.0682
for kerosene~an equivalence ratio of unity!. When well below the
stoichiometric value, an increase in mixture fraction increases the
rate of heat release, whereas above it the rate of heat release is
reduced as the mixture becomes richer. This observation explains
the phase relationship between the rate of heat release and un-
steady fuel addition in Fig. 5. As shown in Fig. 5~b!, the mixture
fraction is larger than the stoichiometric value at point A. An
increase in the fuel flow rate further increases the mixture fraction
and the rate of heat release/unit volume decreases accordingly
~see Fig. 5~c!!. On the other hand, for the case in Fig. 5~d! at the
point B, the average mixture fraction is smaller than the stoichio-
metric value, so that the rate of heat release increases in phase
with an increase in mixture fraction.

Case 2 Forced Oscillation in Supplied Air. In this part,
the results of the forced oscillations in the total pressure of the air
inlets 1 and 2 will be discussed. As in Case 1, in order to separate
the effects of droplet size distribution from the forced oscillation,
the inlet droplet size was artificially fixed at its mean value. Fig-
ures 6~b! and 7~b! show the distribution of fuel evaporation rate at

two times in the cycle, corresponding to a maximum and mini-
mum in inlet air stagnation pressure. Since the distributions of
fuel evaporation rate are almost the same, the oscillation of the
mixture fraction and heat release rate will be dominated by the air
flow rate changes.

Figure 8 shows typical time traces of mixture fraction and heat
release rate at sample points A and B. An increase in the total
pressure of the air supply leads to more air entering the combus-
tion chamber. The amplitude of the perturbation in the inlet mass
flow rate is 20 percentage, just as in Case 1. Comparing with Fig.
5, we can see that the variation of mixture fraction in both cases is
of the same order. An increase in supplied inlet air leads to a
decrease in the mixture fraction at A with a recirculation time
delay~compare the phase of Figs. 5~b! and 8~b!!. In the combus-
tion zone, an increase in the total pressure of air supply has a more
complicated effect. It not only has a direct effect of diluting the
local vapor/air mixture. It also alters the transport properties,
moving the combustion zone further downstream when the air
velocity is high. This increases slightly the time delay to point B
~see Fig. 8~d!!. Again as already noted, the mixture fraction is
above the stoichiometric value at point A and so the rate of heat
release is 180 deg out of phase with mixture fraction, leading to
the heat release shown in Fig. 8~c!. While at the point B, the
average value of mixture fraction is smaller than the stoichio-
metric value, and so the heat release rate is be in phase with the
mixture fraction~Fig. 8~e!!.

Case 3 Effects of Mean Droplet Size. In reality, forced
perturbations in the fuel mass flow rate and the total pressure of
the gas supplies not only alter the air/fuel mass flow rate, but also
the droplet size distribution. In the above calculations, in order to
separate the effects of the flow rate and droplet size distribution,
inlet droplet size was artificially kept fixed. In the following, cou-
pling between inlet droplet size and the forced oscillation at the
inlet boundary is implemented according to Eq.~2!. In order to
separate the effects of droplet size distribution from the SMD
variation, in this part, the sizes of droplets at inlet boundary vary
as the instantaneous SMD, but the variance of the droplet size
distribution is set as zero.

The variations of the SMD due to fuel and air mass flow rate
forcing oscillations are shown as solid lines in Figs. 9~a! and
10~a!, respectively. It is evident that, for same percentage change,
the variation of inlet SMD due to fuel mass flow rate oscillation is
smaller than due to air mass flow rate oscillation. From Eq.~2!, it
is seen that an increase of the air mass flow rate and gas velocity
lead to a decrease of droplet size due to the larger momentum
difference between the two phases.

The effects of the oscillation of the fuel mass flow rate on the
time traces of the mixture fraction and heat release rate at the
sample points A and B are shown in Fig. 9. Since the influence of
the inlet droplet size variation is insignificant, there is no apparent
difference from those in Fig. 5.

The effects of unsteadiness oscillation in the total pressure of
air supply on the SMD has also been investigated. In this calcu-
lation, the variation of inlet droplet size is larger than for the fuel
forcing case. It can be seen that this variation is asymmetrical. For
the same percentage change of total pressure~air mass flow rate!,
a decrease in total supplied pressure leads to larger change in
droplet size. In this situation, because of the so-calledd2-law, the
evaporation time of the larger droplets is much longer than that for
droplets with the mean size. The droplet size is minimum when
the inlet air total pressure is at its peak. It can be seem from Fig.
6~c! that then the fuel evaporates closer to the atomizer.~The
heavy red color in Figs. 6 and 7 indicate high rates of fuel evapo-
ration.! The situation a half-cycle later is shown in Fig. 7~c!. Then
the droplets have their maximum size. The location of evaporation
is moved downstream due to the longer time required to heat up
the droplets. It can also be seen that the amount of fuel vapor is

Fig. 5 Case 1: Sinusoidal changes of the fuel mass flow rate in
the atomizer lead to the oscillations in the mixture fraction and
heat release rate at points A and B

Journal of Engineering for Gas Turbines and Power JANUARY 2002, Vol. 124 Õ 23

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



less than in Fig. 6~c!. Actually, at this phase of the oscillation,
some droplets are too big to evaporate before they move out the
primary zone.

Comparing the time traces of the mixture fraction in Figs. 8 and
10 at points A and B, it can be seen that the mean value of mixture
fraction is slightly decreased. This is because some big droplets do
not contribute fuel vapor to the primary zone. As a result, the heat
release rate will increase in the recirculation zone and decrease
downstream. It can also be seen that the variation of droplet size

changes the phase relationship between mixture fraction and inlet
air, because some droplets are too large to evaporate in the pri-
mary zone. Therefore, the change in droplet size due to oscilla-
tions in the air velocity through the atomizer plays an important
role in the fuel vapor distribution, and has a strong influence on
the unsteady combustion that can drive the flow to instability.

Case 4 Effects of Droplet Size Distribution. In this case,
the inlet droplet size is described by the variable SMD and size

Fig. 6 Instantaneous contour plots of fuel vapor evaporation rate distribution in the air forcing calculations, at the
time of maximum inlet air stagnation pressure. The streamline from Figs. 3 and 4 is overlaid in red to indicate the
recirculation zone.
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distribution according to Eqs.~2! and ~3!. At each time-step, the
inlet droplet size is calculated by the random generation from the
instantaneous SMD and distribution. As a result, droplet sizes are
distributed in a wide band around the instantaneous SMD. Com-
pared with the previous case, more big droplets in the combustor
means that the distribution of fuel vapor will change significantly.

Shown in Figs. 11 and 12 are the local history of mixture frac-
tion and heat release rate in fuel and air forcing cases, respec-
tively. In comparison with Cases 1 and 2, the values of mixture

fraction at A are decreased by about 20 percent in the primary
zone. This brings the minimum mixture fraction at A to a value
close to stoichiometric, leading to a double peak in each cycle in
the local rate of heat release~see Figs. 11~c! and 12~c!!. We will
see later that since the primary region is weaker, the combustion
zone moves forward close to the atomizer exit. This reduces the
time delays as is apparent from a comparison of the mixture frac-
tion time histories in Figs. 5 and 11 or Figs. 8 and 12.

Fig. 7 Instantaneous contour plots of fuel vapor evaporation rate distribution in the air forcing calculations, at the
time of minimum inlet air stagnation pressure. The streamline from Figs. 3 and 4 is overlaid in red to indicate the
recirculation zone.
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Fig. 8 Case 2: Sinusoidal changes of the total pressure in the
air inlets lead to the oscillations in the mixture fraction and
heat release rate at points A and B

Fig. 9 Case 3: Sinusoidal changes of the fuel mass flow rate in
the atomizer lead to the oscillations in the mixture fraction and
heat release rate at points A and B

Fig. 10 Case 3: Sinusoidal changes of the total pressure in the
air inlets lead to the oscillations in the mixture fraction and
heat release rate at points A and B

Fig. 11 Case 4: Sinusoidal changes of the fuel mass flow rate
in the atomizer lead to the oscillations in the mixture fraction
and heat release rate at points A and B
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4 Analysis of Results

Heat Release Rateq„x,t…. The unsteady calculations lead to
a large amount of flow data. These data can be managed by inte-
gration over the combustor cross section to investigate the rela
tionship betweenq(x,t), the rate of heat release/unit length of
combustor and the inlet fuel and air flows. The phase relationship
between this integrated rate of heat release and the pressure per-
turbation is crucial to understanding the driving mechanism to
instability ~@6#!. Figure 13 illustrates the change in heat release
rate due to the oscillation in inlet fuel. In these plots, we show the
heat release rate/unit length,q(x,t), as a function ofx and t. The
rates of heat release at differentx are displaced vertically as indi-
cated byx-values on the ordinate. It is seen that the primary zone,
combustion zone, and dilution zone are clearly demonstrated. The
length and strength of each zone varies harmonically with the
same frequency of forcing oscillation, but with different phase
relationships.

Figure 13~b! shows the variation of heat release rate due to the
oscillation of fuel mass flow rate, where the droplet sizes are fixed
as the mean SMD. Compared with Fig. 5, the trends we saw
locally at points A and B are also evident in the area-integrated
rate of heat release. The mixture is rich upstream ofx'0.08 m. In
the primary zone, increasing the fuel mass flow rate at inlet leads
to a richer mixture fraction, and decreasing heat release rate. An
increase in supplied fuel also leads more fuel vapor convected
downstream, and consequently, to a modest increase in the length
of combustion zone. Downstream ofx'0.08 m, which corre-
spond to the dilution zone, the mixture fraction is weaker than the
stoichiometric value. After a convective time delay, a low-
frequency increase in fuel flow rate therefore increases the rate of
heat release in this downstream region.

Figure 14~b! illustrates the change in heat release rate due to the
oscillation of total air pressure in the inlets 1 and 2. Not surpris-
ingly, through comparison with Fig. 6~b!, we can see that the
different phase is clearly demonstrated. It is because, as we dis-

cussed, the forced oscillation of gas and liquid fuel supplies
causes different effects on the variations of mixture fraction and
heat release rate.

Figure 13~c! shows a distribution of the rate of heat release
little different from that in Fig. 13~b!, indicating that the change in
inlet droplet size due to the change in fuel flow rate has little
effect. In contrast, for air forcing, a comparison of Figs. 14~b! and
~c! clearly demonstrated the shift in the combustion zone which
moves very close to the exit of the atomizer a short time delay
after the droplets reach their maximum size. This can be explained
by the long time taken to evaporate these larger droplets. They are
convected out of the primary zone before they evaporate. The
primary zone is then relatively weak and periodically the combus-
tion zone moves forward to the atomizer.

Figures 13~d! and 14~d! show the area-averaged rate of heat
release for fuel and air forcing when the droplet size varies about
the instantaneous as SMD in Eq.~3!. It is not surprising to see that
the length of the primary zone is significantly decreased. In lim-
iting situations, when the fuel mass flow rate is minimum for the
fuel forcing case or the SMD maximum for the air forcing case,
the mixture fraction is so lean that the primary zone almost van-
ishes. For the reference signal which is chosen here for the input
forcing for the responses of heat release rate are at similar phases.

Transfer Function. The frequency response can be high-
lighted by evaluating the temporal Fourier transforms ofq(x,t)
and the input forcing signals. For Case 4, in which the droplet
sizes vary around the instantaneous SMD at inlet, the magnitude
and phase of the transfer functionq̂(x)/m̂f at the forcing fre-
quency are plotted in Fig. 15. Two regions with distinct and dif-
ferent forms of flame response are now evident. The gradual de-
crease in phase throughout the regionx.0.08 m indicates a
convective time delay. Extending this part of the phase curve back
to x50, we find that it passes through the origin, confirmation that
throughout the downstream region, where the mixture ratio is
weaker than stoichiometric, the rate of heat release is in phase
with the mixture fraction, which lags the inlet fuel variation by a
convection time delay. The increase in phase betweenx50 and
0.06 m indicates a forward convection in the recirculation zone:
the supplied fuel droplet evaporation in the center of the recircu-
lation ~see Fig. 3! and then the mixture is transported forwards by
the recirculating vortex. Near the tip of flame, the rate of heat
release is insensitive to fluctuations in mixture fraction and this
accounts for the minimum inuq̂u near x'0.08 m. Two local
maxima inuq̂u near 0.035 m and 0.1 m can be interpreted in terms
of the rich and weak locations where the rate of heat release is
most sensitive to changes in mixture fraction. As already noted, in
the predominately rich combustion zonex,0.08 m the unsteady
rate of heat release is approximately out of phase with the rate of
fuel supplied.

The transfer function between heat release and forced oscilla-
tion in the total pressure of air supply for Case 4 is shown in Fig.
16. It is found that the variation in the amplitude with axial posi-
tion is similar in form to that due to fuel forcing in Fig. 15. Again
there are two local maxima where the rate of heat release is most
sensitive to changes in mixture fraction. Near the tip of the flame,
the rate of heat release is insensitive to fluctuations in mixture
fraction. In the downstream region, the phase of the heat release
slowly decreases in the axial direction, indicating an increasing
time delay. The rapid change in phase nearx'0.08 m is because
of the different phase relationship between rate of heat release and
mixture fraction on the two sides of the stoichiometric curve. The
opposite signs of the slopes in the primary zone and the dilution
zone mean that the fuel-rich spots move forward in the primary
zone due to the recirculation. Whereas, in the dilution zone, the
mixture fraction propagates to downstream by convection. Similar
conclusions have also been drawn from Fig. 15.

Fig. 12 Case 4: Sinusoidal changes of the total pressure in the
air inlets lead to the oscillations in the mixture fraction and
heat release rate at points A and B
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5 Conclusions
The oscillating behavior of spray combustion has been investi-

gated through time-dependent calculations of the combustion pro-
cess. The coupling between forced oscillations in inlet fuel and
air, atomization and chemical kinetic processes greatly influences
the dynamical flame behavior. Due to the complexity of this in-
teraction and to identify the main influences on engine rumble,
several test cases were calculated. Harmonic oscillation of the
inlet fuel and air flows have been considered and the resulting
unsteady combustion calculated. The effects of the SMD and
droplet size distribution due to these perturbations have also been
investigated.

Some conclusions can be drawn from the current study. The
change of local heat release rate is influenced by the local varia-
tion of the mixture fraction, which is caused by the forced oscil-
lation at the atomizer inlets. The maximum rate of heat release
occurs when the mixture fraction is closest to stoichiometric. The
phase of the heat release therefore changes across the stoichio-
metric line. For the same percentage change based on the mass

flow rate, perturbations in either air or fuel flow rate through the
atomizer produces the same order of fluctuations in the heat re-
lease rate. However, since the mean pressure drop across the inlet
air is much less than across the fuel supply, pressure fluctuations
have a bigger effect on the air flow rate. The main mechanism is
that the modulations in the air flow alter the inlet fuel droplet size
distribution and hence the local ratio of fuel vapor to oxidizer
throughout the combustor, thereby changing the location and time
delay to combustion.

Although encouraging results are obtained in the present study,
it represents only the first step in the full investigation. Further
work will concentrate on~a! development of simple models of the
air and fuel supply system so that changes in inlet fuel and air can
be coupled to changes in the combustion for simulation of self-
excited oscillations,~b! predication of the transfer function be-
tweenq(x,t), and injected air and fuel flow as functions of fre-
quency, obtained by Fourier transformation of data like that in
Fig. 16. This will incorporated into a one-dimensional linear sta-
bility analysis ~@7#! to interpret the numerical results, to give a

Fig. 13 The variation of the area-averaged rate of heat release Õunit length due to
the sinusoidal changes of the fuel mass flow rate in the atomizer, which are shown
as dash line in „a…. The solid line indicates the variation of Sauter mean diameter
„SMD… according to Eq. „2….
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Fig. 14 The variation of the area-averaged rate of heat release Õunit length due to
the sinusoidal changes of the total pressure in the air inlets, which are shown as
dash line in „a…. The solid line indicate the variation of Sauter mean diameter „SMD…

according to Eq. „2….

Fig. 15 The transfer function between the heat release rate per
unit length and the sinusoidal changes of the fuel mass flow
rate

Fig. 16 The transfer function between the heat release rate per
unit length and the sinusoidal changes of the total pressure in
the air inlets
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better understanding of the feedback mechanism and to enable
extrapolation from the axisymmetric geometry to three
dimensions.
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Predictions of NOx Formation
Under Combined Droplet and
Partially Premixed Reaction of
Diffusion Flame Combustors
A methodology is presented in this paper on the modeling of NOx formation in diffusion
flame combustors where both droplet burning and partially premixed reaction proceed
simultaneously. The model simulates various combustion zones with an arrangement of
reactors that are coupled with a detailed chemical reaction scheme. In this model, the
primary zone of the combustor comprises a reactor representing contribution from droplet
burning under stoichiometric conditions and a mixing reactor that provides additional air
or fuel to the primary zone. The additional flow allows forming a fuel vapor/air mixture
distribution that reflects the unmixedness nature of the fuel injection process. Expressions
to estimate the extent of deviation in fuel/air ratios from the mean value, and the duration
of droplet burning under stoichiometric conditions were derived. The derivation of the
expressions utilized a data base obtained in a parametric study performed using a con-
ventional gas turbine combustor where the primary zone equivalence ratio varied over a
wide range of operation. The application of the developed model to a production com-
bustor indicated that most of the NOx produced under the engine takeoff mode occurred
in the primary as well as the intermediate regions. The delay in NOx formation is attrib-
uted to the operation of the primary zone under fuel rich conditions resulting in a less
favorable condition for NOx formation. The residence time for droplet burning increased
with a decrease in engine power. The lower primary zone gas temperature that limits the
spray evaporation process coupled with the leaner primary zone mixtures under idle and
low power modes increases the NOx contribution from liquid droplet combustion in
diffusion flames. Good agreement was achieved between the measured and calculated
NOx emissions for the production combustor. This indicates that the simulation of the
diffusion flame by a combined droplet burning and fuel vapor/air mixture distribution
offers a promising approach for estimating NOx emissions in combustors, in particular
for those with significant deviation from traditional stoichiometry in the primary combus-
tion zone. @DOI: 10.1115/1.1391280#

1 Introduction
The exhaust concentration of the pollutants produced by gas

turbine combustors are governed by mean residence time in the
combustion zone, reaction rates, and mixing rates. Oxides of ni-
trogen (NOx) are produced in the central hot region of the com-
bustor by the oxidation of the atmospheric nitrogen, and most of
the NOx emitted in the exhaust is nitric oxide~NO!. Conventional
gas turbine combustors operating on typical diffusion flame con-
cepts emit significant levels of NOx due to the high temperatures
associated with fuel droplet burning. In order to limit the forma-
tion of NOx in this widely used combustor type, significant modi-
fications to the fuel/air stoichiometry is needed in the combustor.
These modifications may require a fuel staging strategy in the
combustor design in order to operate satisfactorily over the gas
turbine engine operating envelope.

To meet the often conflicting requirements of enhanced perfor-
mance and minimized pollutant formation, improved design tools
are needed to guide the combustor design. Lefebvre@1# utilized a
large data base obtained for several production engines to reach a
quantitative relationship for NOx emission. In his calculation

method, the combustion process is simulated by global expres-
sions. NOx present in the exhaust is assumed to vary with the
system pressure raised to a power of 0.25, residence time in the
primary zone, and an exponential term that includes the stoichio-
metric temperature. Plee and Mellor@2# defined a mean character-
istic time in the combustion recirculation zone to provide such
important parameter as ignition, blowout, carbon monoxide~CO!,
and NOx.

The obvious advantages offered by these global expressions for
conventional combustors are the simplicity and capability of pro-
viding overall performance parameters of conventional combus-
tors. The success of such approaches relies on the accurate esti-
mation of important parameters including length or volume of the
combustion zone, recirculation zone characteristics, fraction of to-
tal air utilized in primary zone combustion, and fuel spray char-
acteristics. The application of the global methods to low emissions
combustors concepts is, however, limited due to the deviation
from the conventional primary zone stoichiometry adopted in
these combustors. For example, the need to use a fuel lean pri-
mary zone to minimize the formation of NOx will require the
development of a design tool that reflects the different stoichiom-
etry used in this approach. This is needed to enable predicting the
impact of changes in the combustor configuration and air distri-
bution on performance.

One approach applied to gas turbine combustors divides the
combustor into a number of reactors in series or in parallel to
simulate various combustion regions. Fletcher and Heywood@3#
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modeled the combustor primary zone as~1! a partially stirred
reactor burning fuel over a distribution about the mean equiva-
lence ratio,~2! a lateral reactor, and~3! a plug flow reactor. The
discrepancy observed between calculations and measurements in
this investigation was attributed to ignoring the evaporation time
in the calculations. Rizk and Mongia@4# followed a similar ap-
proach to model the emissions produced by various types of com-
bustor concept. In their model, the primary zone of the combustor
consisted of two central reactors in series. The first contained the
initial mixing and reaction of the fuel spray, and the reaction con-
tinued through the second reactor. Two other reactors occupied the
near-wall region in the primary zone, and were parallel to the
central reactors. The fuel/air ratio was corrected to account for the
spray evaporation delay time through the estimation of spray
mean drop size and evaporation constant. The calculations utilized
a detailed chemical kinetic mechanism to provide the trends of
variation of pollutant formation with operating parameters. The
developed calculation method was employed by Rizk and Smith
@5# to propose an effective means of establishing the engine emis-
sions characteristics over the entire flight envelope using a limited
number of tests. The approach utilized only the four power points
defined by the International Civil Aviation Organization~ICAO!
to provide the total aircraft mission emissions.

In conventional combustors, liquid fuel is injected into the com-
bustor flow field forming a spray that contains a wide variation of
drop sizes. Typically, the radial fuel concentration in the spray is
not uniform, but rather follows highly peaked profiles. In such a
spray, the fine droplets rapidly evaporate in the high temperature
environment of the primary zone, while larger liquid drops con-
tinue traveling through the primary zone forming surrounding
flammable envelopes. The combustion process proceeds with a
combination of droplet burning under a stoichiometric fuel/air ra-
tio, and a partially premixed flame with a mixture strength corre-
sponding to the local fuel vapor concentration. Because the NOx
formation is directly connected to the reaction temperature, the
formation process could be visualized as two simultaneous
mechanisms. One mechanism proceeds under stoichiometric con-
ditions over a certain duration that corresponds to the droplet life.
The second mechanism is governed by the variation in gas tem-
peratures due to fuel vapor/air ratio profile in the combustion
zone.

Kelkar et al.@6# used a laser-induced fluorescence technique to
provide insight into the radial profiles of velocity, temperature,
and NOx concentration in turbulent premixed flames. Their mea-
surements demonstrated that the location of the peak values of
NOx concentration corresponded to the maximum temperature re-
gimes in the flame. They also noted that the radial profile of NOx
flattens out further downstream due to the combined action of
diffusion and convection. Yule and Bolado@7#, described their
experimental finding of fine-droplet spray as a fast evaporation of
small droplets making the gas-phase combustion much more sig-
nificant than the droplet combustion. As spray droplets become
larger, the individual droplet burning becomes more possible, and
a mixed combustion mode of gas-phase flame and droplet com-
bustion is present. They observed in the experiments a massive
droplet burning with envelope or wake flames as the spray drop
size is further increased.

According to Law and Chung@8#, in the spray combustion pro-
cess, droplets may undergo various subprocesses as the heating
up, vaporization, ignition, burning, and possible extinction based
on their atomization conditions and the local environment. In gen-
eral, droplets may be ignited and sustain flames if the local con-
ditions are in favor of droplet ignition and burning. Cooper@9#
demonstrated in his experiments the roles played by droplet burn-
ing and vapor phase burning on total NOx emissions for partially
vaporized mixtures. He observed that for overall equivalence ra-
tios of 0.6 or less, increasing the fuel vapor fraction results in a
continuous decline in NOx concentration. This is mainly attributed
to the diminishing presence of droplet burning in the combustion

zone. He also observed that a minimum exists in total NOx for
overall equivalence ratios above 0.7. He attributed that to the
tradeoff between reduction in vapor phase NOx contribution due
to the decrease in the vapor phase equivalence ratio, and a corre-
sponding increase in liquid fraction that increases the NOx contri-
bution from liquid droplet burning.

Several other investigations have demonstrated the strong link
between the fuel/air unmixedness in the primary zone and NOx
emissions. In an earlier study, Pompei and Heywood@10# investi-
gated the influence of initial conditions and subsequent mixing in
a kerosine-fueled combustor. Atomizing pressure was varied to
affect mixing and subsequently NOx emissions. Fric@11# used an
unmixed parameter that was employed in earlier investigation by
Dimotakis and Miller @12# to quantify temporal fluctuations in
fuel concentration of methane-air flames. The amount of mixing
of the methane-air mixture was varied by changing the distance
from injection point to the flameholder and/or by diverting some
air from co-flowing air to the fuel jet. Two cases with similar
mean fuel concentrations but with different levels of mixedness
parameter demonstrated experimentally significant increase in
NOx as unmixedness parameter increased.

The observations reported in the aforementioned investigations
have been utilized in the present development of the NOx model
for diffusion flame combustion. The model accounts for both
spray burning and premixed flame that follows fuel concentration
profile in the primary combustion zone. The model utilizes an
arrangement of several reactors representing various combustion
zones, and is coupled with detailed chemical reaction scheme. A
description of the NOx model is presented in the next section.

2 Model Formulation
In this section, the two main elements needed to develop the

NOx model are presented. These are~1! the formulation of the
combustor multiple-reactor flow model, and~2! the derivation of
both the partially premixed NOx model considering fuel concen-
tration profile and NOx formation under stoichiometric droplet
burning.

2.1 Combustor Flow Model. Because the emissions from
gas turbine combustors are significantly affected by the details of
the front end and the subsequent admittance of air into various
zones, the combustor needs to be divided into a number of regions
for modeling purposes. Each combustor region is, thus, treated as
a single chemical reactor. Nicol et al.@13# demonstrated the im-
portance of selecting the appropriate reactor arrangement in simu-
lating the actual interaction between various zones of the combus-
tor. They observed that the effects of system pressure and inlet air
temperature on exit NOx concentration were better defined when a
combination of well stirred and plug flow reactors was used. Rizk
and Mongia@14# selected different arrangements of reactors to
simulate a diffusion flame combustor as well as low emissions
concepts such as rich/lean and lean premixed combustors. Their
findings confirmed the need to closely represent the combustion
processes in the primary combustion zone in order to obtain good
agreement with the data.

The configuration of reactors selected for modeling the diffu-
sion flame combustor in the present study is illustrated in Fig. 1.
The arrangement simulates both elements of the diffusion flame
concept, namely droplet burning and partially premixed flame

Fig. 1 Reactor model for diffusion flame simulation
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considering primary zone fuel concentration profiles. Two parallel
reactors are used to simulate the initial reaction and mixing in the
combustor primary zone. Reactor 1 is a well-stirred reactor that
represents the droplet burning by allowing the reaction to proceed
under stoichiometric fuel/air ratio. Reactor 2 is used as a mixer to
bring the overall fuel/air ratio admitted through the combustor
front end to the actual stoichiometry in the primary combustion
zone~Reactor 3!. No reaction is allowed in Reactor 2. In order to
account for the fuel concentration profile in the primary zone
caused by the nonuniformity of the fuel injection process, the inlet
flow to Reactor 2 follows a predefined distribution. In the next
subsection, the derivation of the parameters describing this distri-
bution is presented.

A series of plug flow reactors are used in the combustor flow
model to represent other downstream combustion zones. Radial
air jets and cooling air are admitted into the relevant reactors
according to the combustor configuration details, and using engi-
neering estimates of the air distribution. Based on the flow condi-
tions through each reactor, the residence time and local fuel/air
ratio are estimated and used as an input to the detailed chemical
reaction calculations. The comprehensive reaction mechanism uti-
lized in the present calculation approach incorporates 163 elemen-
tary reactions and accounts for 41 species. Westbrook and Pitz
@15# proposed this model and demonstrated the capability to re-
produce measurements over a wide range of operation. The reac-
tion mechanism also combines the detailed kinetic scheme with
the extended Zeldovich mechanism for NOx formation ~@16,17#!.

2.2 NOx Model Formulation and Validation. Tradition-
ally, conventional combustors operating on the diffusion flame
principle are tested under conditions dictated by the aircraft en-
gine cycles. In other words, the combustor performance is evalu-
ated at conditions representing the landing/takeoff cycle, in addi-
tion to those related to the aircraft mission and altitude flight
requirements. The test parameters, including air inlet pressure,
temperature, and overall fuel/air ratio, all vary from one test point
to another. As a result, such database cannot provide insight into
the separate effect of each governing parameter on the combustor
NOx emissions. Moreover, information on the important role of
the fuel/air mixture strength in the combustor primary zone is not
easily determined. It should, however, be emphasized that such
data are useful in later stages of model development when used as
a tool for model validation.

To successfully develop a NOx model for diffusion flames en-
countered in gas turbine combustors, it is essential to utilize emis-
sions data that demonstrate the effect of the primary zone fuel/air
ratio ~FAR! on overall NOx. The database should also provide
sufficient details on the effects on inlet pressure (P3) and tem-
perature (T3) of combustor air on NOx formation.

In the present investigation, the results obtained in a parametric
study performed on an experimental combustor have been used.
The combustor utilized an airblast atomizer/dome swirler combi-
nation employed in a conventional gas turbine combustor. Ex-
amples of the NOx measurements acquired in this study are plot-
ted in Fig. 2. The results represent both low power/idle conditions,
as well as intermediate and takeoff engine operating modes, ob-
tained over a wide range of equivalence ratio. The variation of the
NOx formation with the overall fuel/air ratio demonstrates a
strong dependency that reflects the net effect of the reaction tem-
perature on NOx. The NOx data points shown in the figure repre-
sent the combined contributions from spray droplet burning and
fuel vapor/air reaction.

The diffusion flame combustor data base described above was
used to derive the two main elements of the NOx model. They are
essentially related to the combustion of single fuel droplets and to
that of partially premixed flame. The combined effects of these
two combustion mechanisms are responsible for the overall NOx
emissions produced by the combustor.

The approach utilized in the development of the spray burning
NOx model is based on the assumption that the reaction proceeds

under stoichiometric conditions for a certain residence time. This
residence time should vary in a real combustor environment ac-
cording to droplet sizes in the spray, droplet life time, surrounding
temperature, and fuel/air ratio in the primary combustion zone.
The modeling of the partially premixed flame considers the fuel
vapor concentration in the primary zone to follow a certain pro-
file. A normal probability distribution of the fuel/air ratio is em-
ployed in the calculation with a standard deviation related to the
unmixedness nature of the fuel injection process. A profile with a
zero deviation from the mean value indicates a fully premixed
flame. The evaluation of the degree of spread in the fuel/air dis-
tribution focuses on correlating the distribution of the deviation
parameter with the degree of mixing allowed in the combustor
design.

Equally spaced bands are used to simulate the entire distribu-
tion and to define the distribution of fuel/air ratios in the primary
zone, as illustrated in Fig. 3. The width of the selected hands
should be fine enough to closely represent the distribution, and yet
should not require very lengthy computations. In the present cal-

Fig. 2 NOx emissions of experimental combustor

Fig. 3 Simulation of F distribution in primary zone
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culations, the fuel/air ratio profile was divided into eleven bands,
resulting in 15.86 percent of primary zone flow having a flame
proceeding at the mean equivalence ratio (Fm). The probability
on either side of the mean value drops rapidly as the deviation
from the mean equivalence ratio increases. For example, follow-
ing the normal distribution concept indicates that combustion
would occur underF at 62 standard deviation level with 3.20
percent probability on each side of theFm .

The approach employed to develop the necessary formulations
in the present effort comprised a multistep iterative procedure.
The first step involves defining the appropriate chemical reactor
arrangement for the combustor flow field, as described in the pre-
vious section and given in Fig. 1. The next step is to calculate the
equivalence ratios that correspond to the various bands in the
distribution and based on an assumed value of the distribution
standard deviation~d!. The value ofF i for the i band is calculated
in terms ofFm , d, and the normalized deviation from meanZi ,
using the following expression:

F i5Fm~1.01Zi•d!. (1)

The inlet fuel and air fractions to the reactor flow model are
then determined based on the calculated primary zoneF distribu-
tion and the subsequent admission of air into other downstream
reactors. The next step is to estimate the residence time in each
reactor using air flow rate, fuel/air ratio, reaction temperature, and
combustor liner geometry. An estimate of the residence time in the
stoichiometric reactor is also made at this stage. This information
is used as an input to the detailed chemical kinetic scheme to
provide an estimate of NOx formation in the combustor. This cal-
culation is repeated for eachF i band described by the normal
probability distribution. The calculation of the overall NOx is then
performed using the composite of NOx contributions from various
bands and considering the weighted average of each band. The
final step of the calculation procedure involves comparing the
estimated overall NOx concentration with the measured value un-
der the same operating conditions. The process is repeated until
calculated and measured NOx are matched, yielding optimum val-
ues of standard deviation ofF distribution ~d! and the residence
time in the stoichiometric reactor (tst).

The expression ford that has been found to best fit the data is
given in terms of inlet equivalence ratio to the combustor primary
zoneF in as

d511.47•F in
25.45exp~23.74•F in

20.85! . (2)

The values ofd andtst for a wide range of operating conditions
were accumulated in the present effort to form a basis for deriving
the appropriate correlations of the NOx model. Examining the
trends of the variation intst with key parameters indicated a
strong dependency on air inlet pressure (P3) and temperature
(T3), in addition to the inlet fuel/air equivalence ratio (F in). Best
correlations of the analytical results revealed the following
expression:

tst5B•F in
20.3

•exp~A•F in
7.2! (3)

where

A50.24420.000277•P3 (4)

B50.245•~T3/1000!8
•exp~0.1353108

•T3
22.35!. (5)

For T3 greater than 811 K, the expression for the parameterB is
given by

B50.00089•T320.394. (6)

The units ofP3 and T3 used in these equations are kPa and K,
respectively.

The agreement between the calculated NOx emissions using the
developed NOx model and the actual measurements is demon-
strated in Fig. 4. The results shown cover wide ranges of inlet

pressure of 400 to 2000 kPa. inlet temperature from 480 to 850 K,
and inlet primary zone equivalence ratio from 0.15 to 0.7.

An example of the calculated equivalence ratio in various reac-
tors of the combustor flow model is given in Fig. 5. The figure
illustrates the estimated values ofF for the selected 11 bands of
the normal distribution of fuel concentration. The figure also re-
ports the weighted average bands of reaction under various
equivalence ratios. The inlet air and fuel flow through the com-
bustor dome, and the subsequent admittance of air through the
liner govern the equivalence ratio in each chemical reactor, as
shown in the figure. The spread inF at each axial location in the
combustor becomes smaller as the downstream distance increases.
This reflects the flow field characteristics of the combustor, where
the highly nonuniform distribution of fuel delivered by the injec-
tor continuously moves towards a more uniform one as the flow
proceeds downstream. Typical values of gas turbine combustor
exit gas pattern factor are within a range of 0.15 to 0.25. The
pattern factor represents the maximum deviation from the mean

Fig. 4 Comparison between model calculations and measure-
ments of NO x

Fig. 5 Estimation F distribution in experimental combustor

34 Õ Vol. 124, JANUARY 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



exit temperature normalized with respect to combustor tempera-
ture rise. This range corresponds to a standard deviation of the
equivalence ratio distribution at the combustor exit of about 0.10
to 0.12 around the mean value.

The corresponding levels of NOx formation within the experi-
mental combustor that reflect the consideration of theF distribu-
tion in the primary zone are plotted in Fig. 6. The total NOx
formation is the summation of the contributions from the 11 bands
of the F distribution. Two important conclusions can be drawn
from this figure. First, if the modeling of the diffusion flame was
based only on the mean equivalence ratio in the primary zone
~band no. 6 in the figure!, the estimated overall NOx emissions
under these conditions would be about 25 g/kg fuel. This esti-
mated value is far below the measured NOx emission of 44 g/kg
fuel. Second, the importance of considering the presence of the
fuel vapor/air ratio profile in the primary zone is demonstrated in
the good agreement between the model calculations and measure-

ments. Due to thisF distribution, the probability of having mix-
tures closer to the stoichiometric level in the primary zone would
create favorable conditions for excessive NOx formation there.

3 Model Application to Production Combustor
An effective means of evaluating the capability of the devel-

oped NOx model as a design tool is to apply the model to a
practical gas turbine combustor. The combustor employs a con-
ventional piloted airblast atomizer/shrouded swirler dome con-
figuration, and radial air injection into various combustion and
dilution zones. The reactor network used to simulate the combus-
tor flow field is illustrated in Fig. 7. The network is a modified
version of the one described earlier in Fig. 1 that reflects the
nature of air admission into the combustor. The stoichiometric
reactor receives the proper air and fuel flow rates needed to
achieve an equivalence ratio of 1.0. The balance of the flows
required to bring the initial primary zone equivalence ratio to the
design value is admitted into the parallel mixer reactor. The range
of the fuel vapor/air ratio distribution caused by the nonuniform
profile of fuel concentration is evaluated using Eq.~2! given in the
previous section. The distribution is then used to estimate the
input flows to the mixer reactor for each band of the primary zone
equivalence ratioF in( i ), described in Fig. 3. For each data point
utilized in the model validation effort, the residence time in the
stoichiometric reactor was calculated using Eq.~3!. The residence
times in all other reactors were estimated based on flow and com-
bustion characteristics in each reactor, in addition to the combus-
tion liner dimensions.

An example of the fuel/air stoichiometry in various primary,
intermediate, and dilution zones of the combustor at engine take-
off conditions, is illustrated in Fig. 8. The dividing lines between
the three main combustion regions were arbitrary located at mid
points between adjacent axial planes that contained the air injec-
tion holes. For this operating point, the equivalence ratio imme-
diately downstream of the combustor dome is almost 50 percent
higher than the stoichiometric value, as shown in the figure. The
estimated equivalence ratio at mid point between the primary and
intermediate jets drops to about 0.66 due to admitting cooling air
in this region and primary air jets.

The calculated equivalence ratio in various reactors of the pro-
duction combustor flow model are given in Fig. 9 for the takeoff
operating mode. The model estimates that fairly fuel rich mix-

Fig. 7 Reactor network for production combustor

Fig. 8 Fuel Õair stoichiometry in main combustor zone

Fig. 6 Estimation of NO x formation profiles in experimental
combustor
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tures, with equivalence ratios as high as 1.8, may exist locally in
the combustor primary zone due to the highly peaked fuel injec-
tion process. Figure 10 illustrates the change in the calculated gas
temperature with axial combustor location for various hands of
initial fuel concentration profile in the primary zone. The results
demonstrate the impact of the primary jets in bringing the fuel/air
ratio closer to the stoichiometric value causing the gas tempera-
ture to peak in this region. High rates of NOx formation are, thus,
expected to occur in the vicinity of the radial air injection location
in the primary zone. On the other hand, the calculated exit gas
temperature distribution indicates that the pattern factor under this
power mode is about 0.21, which is in a good agreement with the
actual measurement for the production combustor.

Figure 11 shows the NOx formation in each combustor region
as given by the developed NOx model. The calculations indicate
that most of the NOx formation in the combustor occurs in the
primary and intermediate regions, with formation ending almost at
the dilution jet plane. This finding agrees with the detailed calcu-

lation of NOx emissions from a similar annular combustor, as
reported by Rizk@18#. Because this combustor operates on a fuel
rich primary zone. each band of theF distribution will have to go
through a stoichiometric mixture at some stage before becoming
leaner towards the exit of the combustor. The overall NOx emis-
sions for this operating point is calculated based on the summation
of contributions from all bands of theF distribution and consid-
ering the weighted average presence of eachF at the inlet to the
combustor primary zone. The predicted overall NOx emission in-
dex at the takeoff conditions is 21.34 g/kg fuel versus a measured
range between 20.9 and 21.9 g/kg fuel.

The developed model was also applied to evaluate the capabil-
ity to estimate the NOx formation under off-design conditions of
the production combustor. A 50 percent part load and idle power
mode data were utilized in this effort. For the part load point, the
average equivalence ratio at the combustor front end is almost
stoichiometric. The calculated distribution of equivalence ratios at
the combustor dome and the subsequent changes in their values at
various locations in the combustor are illustrated in Fig. 12. Fig-

Fig. 9 Equivalence ratio profiles at takeoff mode in a produc-
tion combustor

Fig. 10 Calculated gas temperatures in production combustor
flow field at takeoff conditions

Fig. 12 Equivalence ratio distribution under engine part load
conditions

Fig. 11 NOx formation under takeoff conditions in production
combustor
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ure 13 shows the model predictions of the fuel/air stoichiometry
under the engine idle mode. Based on the total fuel flow rate
injected into the combustor and the amount of air admitted
through the combustor dome, the estimated equivalence ratio at
the front end is about 0.6. Because, at idle power mode, the fuel is
injected only through the pilot pressure atomizer, the local fuel/air
mixture in the vicinity of the pilot exit is higher and slightly on
the rich side. The mixing of the fuel spray with the additional
dome air rapidly reduces the primary zone stoichiometry to a
fairly lean mixture.

Figure 14 illustrates the NOx formation profiles in the produc-
tion combustor under a number of engine operating modes. It is
noted that the highest NOx formation occurs, as expected, under
takeoff conditions. The figure also demonstrates that the peak of
the NOx formation profile moves further downstream as the power
level goes up. This reflects the change in the stoichiometry within
the combustor as the combustor operating conditions vary. The
cumulative NOx emissions in the combustor at the same engine
power settings were calculated and plotted in Fig. 15. The mea-
sured NOx data at the exit of the combustor are also plotted in the
figure. The level of agreement between the model predictions and

the measured data demonstrated in the figure indicates the suc-
cessful simulation of both elements of diffusion flame; namely the
droplet burning and the nonuniformity of the fuel vapor/air mix-
ture in the combustor primary zone. The estimated times for the
droplet burning under a stoichiometric fuel/air ratio for the take-
off, 50 percent part load, and idle modes, as given by Eq.~3!, are
0.05, 0.26, and 0.8 ms, respectively. The increase in the stoichio-
metric time at low power and idle is in good agreement with the
findings of Cooper@9#. The low primary zone temperature at these
conditions that limits the evaporation rates, coupled with the lean
mixture in primary zone, increases the contribution of liquid drop-
let burning to overall NOx formation in the combustor.

Although the results presented in this section are for diffusion
flame combustion, the model can be applied equally well to un-
conventional premixed or partially premixed combustion con-
cepts. In addition, in premixed type of combustor, a significant
NOx formation occurs under idle and low power operation where
pilot diffusion flame is usually employed in the design. In these
designs, spray pattern and drop sizes follow those encountered
with airblast and pressure atomizer applications.

4 Summary and Conclusions
A model has been developed that addresses the formation of

NOx in a diffusion flame, where both droplet burning and partially
premixed combustion take place simultaneously. A method has
been presented to estimate the unmixedness nature of fuel injec-
tion in a practical combustor expressed as a normal probability
distribution of fuel/air ratio in primary zone, and the residence
time under stoichiometric conditions reflecting the droplet burn-
ing. The model development utilized a data base obtained in a
parametric study performed on a conventional gas turbine com-
bustor, where the primary zone equivalence ratio varied over a
wide range of conditions. A reactor network used to simulate both
elements of the diffusion flame concept involved a stoichiometric
reactor representing the droplet burning, and a mixing reactor to
account for the nonuniformity of the fuel/air mixtures in the pri-
mary zone. A comprehensive chemical reaction mechanism was
utilized to calculate the NOx emission contribution from every
reactor used in the combustor simulation.

The application of the developed model to estimate the NOx
formation in a production combustor indicated that most of the
NOx produced under engine takeoff condition occurred late in the
primary and intermediate regions, with formation ending almost at
the dilution jet location. The delay in NOx formation in the com-

Fig. 13 Idle equivalence ratio profiles

Fig. 14 Variation of NO x formation with axial distance of pro-
duction combustor

Fig. 15 Cumulative NO x formation in production combustor
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bustor is attributed to the fact that the combustor operates on a
fuel rich primary zone concept resulting in a less favorable con-
ditions for NOx formation there.

The calculated residence time representing the droplet burning
under stoichiometric conditions increased as the engine power de-
creased. The lower primary zone gas temperatures associated with
idle and low power modes limit the evaporation process. Lower
fuel vapor fraction coupled with the leaner mixtures in the com-
bustor primary zone give rise to the NOx contribution from liquid
droplet burning. These observations are supported by the results
reported in the literature for diffusion flame investigations.

The measured NOx emissions for the combustor used in a pro-
duction gas turbine engine and the model predictions are in good
agreement. The change in the combustor flow field stoichiometry
due to subsequent admission of air through dilution holes and
cooling devices, and due to changing engine power conditions
was found to be critical to the prediction of NOx formation. The
good agreement indicates that the simulation of the diffusion
flame by droplet burning under stoichiometric condition and a
distribution of air/fuel ratios representing the combustion of par-
tially premixed fuel vapor and air can form an effective tool for
designing unconventional combustor concepts.

Nomenclature

FAR 5 fuel/air ratio
NOx 5 NOx emissions, g/kg fuel

P3 5 system pressure, kPa
T3 5 inlet air temperature, K
Zi 5 normalized deviation off from mean value
d 5 standard deviation off distribution
F 5 fuel/air equivalence ratio

F i 5 equivalence ratio fori band in distribution
F in 5 inlet equivalence ratio to primary zone
Fm 5 mean equivalence ratio
tst 5 residence time in stoichiometric reactor, ms
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Quantifying Fuel/Air Unmixedness
in Premixing Nozzles Using an
Acetone Fluorescence Technique
The ability of a lean-premixed combustion system to minimize emissions while maintain-
ing combustion stability over the operating curve relies upon how well the fuel nozzle
premixes the fuel and air. As the level of premixing increases, NOx emissions at a given
flame temperature decrease until a perfectly premixed condition is achieved. The objective
of this paper is to quantify the level of premixing achieved by a premixing nozzle using an
acetone fluorescence technique and determine its relationship to NOx emissions and
combustion stability. The technique of using acetone fluorescence has been used as a fast
and quantitative diagnostic to map the fuel-air distribution. This technique has been
applied to the development of a lean premixing nozzle to measure the fuel air distribution
at the fuel nozzle exit plane. In this study, the fuel air distribution is presented as two-
dimensional images. The average fuel/air ratio and the standard deviation are calculated
at various annular regions to determine the distribution as a function of radius. A single
unmixedness parameter (s/m) over the entire annulus is also calculated to allow relative
ranking of the various fuel nozzle configurations. The fluorescence data is acquired for
various nozzle hardware configurations in an atmospheric test facility. Fuel and air flow
conditions are determined by scaling engine conditions to cold flow conditions and
matching the fuel to air momentum ratio at the fuel injection site. Measured fuel/air
distributions, six mm downstream of the nozzle exit plane, from the acetone fluorescence
technique are correlated to emissions and acoustic measurements made at full pressure
and temperature conditions in a single-nozzle test rig. The paper includes a description of
the acetone fluorescence technique, the method for optimizing the fuel/air distribution
through changes to the main gas fuel injection array, and correlations made between the
fuel/air distribution, nozzle geometry, power setting, emissions, and combustor acoustics.
@DOI: 10.1115/1.1396840#

Introduction
Snyder et al.@1# documented the emission characteristics (NOx

and CO! of tangential entry fuel nozzles used to premix fuel and
air in industrial gas turbines. They correlated the penetration of
fuel across the inlet air slot width for various fuel injector arrays
with the emissions measurements in a single nozzle rig~SNR! test
facility. The results indicated their high penetration fuel distribu-
tion yielded the lowest NOx levels over the operating range of
flame temperature. Because a large sensitivity to NOx was ob-
served, they recommended quantifying the level of premixing and
refining the injector orifice array to further reduce the NOx levels.
Rutar et al.@2# reported on theoretical studies incorporating prob-
ability density function methods with chemical reactor modeling.
Their conclusion was that NOx emissions from practical, lean-
premixed combustors is sensitive to premixing quality. Barnes and
Mellor @3,4# estimated the unmixedness of fuel and air at combus-
tion conditions through correlations of measured NOx and CO
with a characteristic time model that incorporates fluid dynamics
and chemical kinetics. In these cases, the fuel air distribution
could be correlated to combustor performance.

Several investigators have designed experiments to quantify the
level of fuel-air premixing. Effects of fuel-air unmixedness were
reported by Fric@5#. Laser induced fluorescence of fuel seeded
with NO2 provided spatial and temporal mixing data from cold-
flow experiments. The unmixedness was correlated with NOx

emissions measured during separate combustion experiments in
the same apparatus. Studies of fuel premixing were undertaken by
Mongia et al.@6#. The local equivalence ratio of the fuel-air mix-
ture from a laboratory burner was measured with Rayleigh scat-
tering of a laser sheet under nonreacting conditions. They also
developed an optical probe to experimentally measure the CH4
concentration at a point in the flow of a reacting fuel mixture with
laser absorption of the 3.39 micron transition. The work included
a modeling effort that showed the dramatic effect of incomplete
mixing on NOx emissions. Lee and Santavicca@7# investigated
fuel premixing in nonreacting flows through a seeding technique.
Acetone was mixed with air and injected as a jet into an annular
coflow of air. Their fiber optic probe excited the acetone and col-
lected the fluorescence at a point in the flow, the fluorescence
signal level was a measure of the fuel to air ratio. By traversing
the probe, the fuel to air ratio was mapped over the radial dimen-
sion at several axial planes downstream of the jet exit. Acetone
fluorescence was used by Frazier et al.@8# in cold flow experi-
ments to investigate the axial distribution of fuel, downstream of a
dual annular, counter-rotating, swirler premixer. Temporal mea-
surements provided data on large scale turbulent structures that
aided the understanding of flow dynamics.

Kendrick et al.@9# continued to study the combustion charac-
teristics of a tangential entry, premixing fuel nozzle in a high-
pressure single-nozzle rig. Combustor acoustic measurements
were found to be a strong function of the centerbody design. This
study demonstrated that a bluff-body centerbody in a tangential
entry nozzle was superior to an aerodynamically stabilized design
for minimizing combustion-induced pressure oscillations. An ad-
ditional study was made in conjunction with acetone fluorescence
measurements to quantify the emissions and acoustic sensitivity of
the bluff-body centerbody to changes in the main gas fuel orifice
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array. The comparison of fuel/air distribution measurements to the
corresponding emissions and acoustic measurements in a single-
nozzle rig form the basis of this paper.

Experimental Approach
The objective of this study was to optimize and quantify the

level of premixing achieved by a tangential entry fuel nozzle hav-
ing a bluff-body centerbody based upon how the fuel/air distribu-
tion affected the nozzle’s emissions and acoustic performance.
The approach was to obtain a quantitative, two-dimensional mea-
surement of the fuel to air ratio exiting the premixing fuel injector
using actual engine hardware. The premixing level was changed
by altering the distribution and penetration of the main fuel along
the air inlet slot. This was accomplished by modifying a standard
tangential entry nozzle, described in detail by Snyder et al.@1# to
accept removable fuel tubes which served as fuel distribution ple-
nums. Figure 1 describes each of the seven fuel tubes evaluated.
The fuel was simulated using a technique developed by Lozano
et al. @10#, whereby a mixture of air is seeded by acetone~2 per-
cent by weight!. This mixture was metered separately for the main
gas fuel and the pilot fuel injected at the nozzle’s centerbody tip.
The fuel/air momentum ratio at the injection site was set to match
the momentum ratios experienced in the engine.

The acetone fluorescence experiments were performed in a cold
flow facility at one atmosphere pressure to allow rapid configura-

tion changes. Engine flow conditions were simulated through
pressure/temperature scaling. Two different centerbodies were
also studied, they differed in the diameter of the bluff-body end
cap. The experiments with the centerbodies are distinguished in
this paper by the ratio of the radius of the bluff body to the radius
of the nozzle exit plane,r CB /r exit . The effective nozzle and fuel
injector areas were kept constant for all configurations studied.

The fuel-air measuring apparatus is shown in Fig. 2. The nozzle
is contained in a large plenum whose volume supplies the main
air, the air flow rate is metered by a venturi from a 400 psi supply.
The nozzle flow is confined in a 20.3-cm-diameter pipe and ex-
hausted up a stack to avoid acetone accumulation in the labora-
tory. Acetone is heated to 70°C and pressurized to 200 psi~main-
taining the liquid phase! to augment its vaporization. The acetone
supply is divided into two streams~i.e., main and pilot! and the
flow rate is measured with rotameters that were calibrated for the
liquid phase flow. These two acetone flows are combined with a
corresponding main air and pilot air streams which are measured
separately with venturis. These main fuel and pilot fuel lines are
subsequently heated~to 32°C! to insure the acetone remains va-
porized. The acetone seeded air main flow supplies fuel to the two
main fuel tubes and the acetone seeded air pilot flow supplies fuel
to the pilot located in the nozzle centerbody. These fuel flows are
mixed with the main air by the fuel nozzle.

The optical details are shown in Fig. 3. A laser sheet~10.2 cm
wide30.25 cm thick, l5266 nm! ~the fourth harmonic of
Nd:YAG! is projected across the flow, 6 mm downstream of the
fuel nozzle exit plane, exciting the acetone and generating fluo-
rescence over a bandwidth from 350–550 nm in the visible region
of the spectrum. The laser is Q-switched at 20 Hz and has a
10-nsec pulsewidth. A planar laser–induced fluorescence~PLIF!
image is acquired in a 90-second exposure with a CCD camera
and is quantified by comparison to a similar image taken with a
uniform acetone/air mixture at known concentration. The 12-bit
dynamic range and low noise of the camera afforded the long
exposures. Typical dynamic range of the fluorescence images, af-
ter subtracting the background, was 500. This technique provides
a map of the fuel-air distribution in a plane at the exit of the fuel
nozzle. The two-dimensional map contains approximately
160,000 separate fuel-air measurements~pixels! per image, pro-
viding spatial resolution of 0.3 mm. Spatial resolution is improved
by over an order of magnitude when compared with conventional
sampling probes and data is acquired at a far superior rate.

Data Analysis. The fuel-air ratio at the nozzle exit plane is
constructed from three separate experimental images acquired
from the CCD camera: a background, response, and data image.
The background image is simply a picture of the laser sheet and

Fig. 1 Main fuel distribution orifice arrays evaluated in mixing
studies. When inserted in the nozzle, the downstream end of
the fuel tube is to the right.

Fig. 2 Air flow facility for acetone PLIF measurements. Laser sheet is 6 mm from
nozzle exit plane. R, regulator; V, venturi; Rm, rotameter; P, pressure transducer; T,
thermocouple.
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the fuel nozzle. It contains information on laser scatter and noise,
no main air or fuel simulant is flowing during the acquisition of
the background image. The response image is a picture of the
laser sheet and the fuel simulant~fuel-air plus acetone only!. The
purpose of the response image is to optically correct for the laser
intensity variation and quantify the image to known seeding lev-
els. In this case, the image defines 100 percent fuel, or perfectly
unmixed. The data image is obtained with both the main air and
fuel simulant flowing and contains quantitative information on
how well the fuel nozzle mixes the two flows. A larger~metered!
level of acetone is used to increase the signal strength of the fuel
simulant because there is a much larger volume of air~main air! to
dilute the acetone signal. All images are acquired over the same
time interval~90 sec! to have equal noise contributions from ther-
mal electrons and readout noise. Each image is modeled as an
array of i separate detectors~pixels! which are sensitive to the
number of acetone molecules passing through the laser sheet, i.e.,
linear fluorescence. The first step of the analysis is to subtract the
background image (Bi) from the response image (Ri) and data
image (Di).

r i5Ri2Bi

di5Di2Bi

Now the images contain only fluorescence information. The
response image calibrates the signal for laser variation and the
known acetone concentration.

r i5k•I i•ṅace5k•I i•F ṁace

ṁfair1ṁace
G5k•I i•F c0

11c0
G

Similarly, the data image, taken with main air flowing and the
same flow of fuel air is analyzed:

di5k•I i•F ṁace8

ṁair1ṁfair1ṁace8 G
ṁace8

ṁfair
5c1 ,

a known higher seeding level

di5k•I i•F c1

S ṁair

ṁfair
D

i

111c1
G .

The data image is now normalized by the response to account
for laser intensity spatial variations and the geometrical factor,k.
This produces the signal image,Si , which is converted to a two-
dimensional map of fuel-air ratio.

Si5
di

r i
5

F c1

S ṁair

ṁfair
D

i

111c1
G

F c0

11c0
G

usingc0;0.001,!1 andc1;0.01,,1 to simplify

Si5S c1

c0
D •F ~ f /a! i

11~ f /a! i
G .

Each image,S, is presented as a two-dimensional, color-coded
map of the fuel/air ratio in the annular region of the bluff-body
nozzle. The data is normalized to the average fuel/air ratio of each
image to facilitate comparisons between different configurations.
Statistics are computed to yield an averagef /a ratio over the
entire image as well as the standard deviation of the multiple
measurements contained within. The overall mixing efficiency is
characterized by thes/m parameter, the standard deviation of the
pixel data from the mean fuel/air ratio of the image. The data is
also presented in forms useful for engineering analysis. The radial
distribution of f /a, averaged for adjacent annular rings~0.25-cm
width!, is plotted versus the annular opening at the nozzle exit,
i.e., as percent of the span between the radius of the centerbody
and the outer radius of the nozzle. These views of the data quickly
show ID-peaked, OD-peaked, or flat fuel distributions. Relevance
to the engine operating envelope is gained from plots of the mix-
ing efficiency,s/m, versus the fuel to main air momentum ratio,J.

The accuracy of the acetone fluorescence experiments can be
quantified by comparing the acetone-measured averagef /a at the
exit of the nozzle with the known, metered flows of air supplied to
the experiment. The data are shown in Fig. 4 for the fuel tube and
centerbody configurations tested in this study. The measured val-
ues underestimate the metered flows, reflecting uncertainties in
precision of the meters used for these tests. A linear least-squares
regression of the data indicate a correlation coefficient of 4.5 per-
cent. Over 80 percent of the data points are within the67 percent
limits shown in the figure.

Fig. 3 Acetone PLIF experimental apparatus
Fig. 4 PLIF accuracy
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Experimental Results and Discussion

Fuel Air Ratio Measurements. The acetone PLIF apparatus
was used to measure the fuel distribution at the exit plane of the
nozzle for each of seven fuel tube configurations. Figure 5 shows
the fuel air distribution measured for ther CB /r exit50.60 center-
body for the baseline, 8-U, 15-U, and 27-U fuel tubes. This series
of tests was designed to determine thef /a distribution as a func-
tion of penetration. The penetration was calculated using a corre-
lation developed by Hautman et al.@11# for gas jets injected nor-
mal to a crossflow. The correlations were developed under varying
air flow conditions to provide scaling for environments typical of
subsonic propulsion devices. In these cases the number of holes
are increased causing the penetration to decrease from 80 percent
to 46 percent while the axial spacing between holes decreases. All
data shown in Fig. 5 were acquired at an overall momentum ratio
of 28. The baseline case, a high penetration orifice array, was
developed in the earlier tests by Snyder et al.@1# using a different
centerbody. The earlier tests indicated 80 percent penetration was
best for that centerbody design. The results of Fig. 5 show that the
15-U pattern with penetration of 54 percent is best for this bluff
body design. The images show thef /a sensitivity to centerbody
design and the importance of fuel penetration and axial spacing.
The lower plot in Fig. 5 shows the radial distribution of fuel/air

across the nozzle annulus. A perfectly premixed condition is ap-
proached whenFA/FAavg51.0 over the entire span. Examination
of the curves reveals that the 15-hole and 27-hole pattern provided
the best distribution of fuel and air, however, the 15-hole has the
bests/m.

It is desired to have NOx emissions minimized over a wide
range of engine operating conditions, thus it is important to deter-
mine how thef /a distribution changes as a function of power
setting. Tests were performed over a wide range of momentum
ratios corresponding to the desired engine cycle. The mixing effi-
ciency for five fuel tube configurations, with ther CB /r exit50.60
centerbody, are plotted in Fig. 6. Two of the five configurations
have large premixing sensitivity to changes in momentum ratio.
This data shows that an orifice array that is the most uniform at
low momentum ratios~i.e., 8U is best atJ510) may not be the
best over the operation envelope. The optimum configuration
should have the lowests/m and the flattest distribution of mixing
efficiency over the momentum ratio required. The optimum orifice
array for this centerbody is the 15~8/7! configuration.

The optimum penetration for a bluff-body centerbody was
shown to be different than the original centerbody evaluated by
Snyder et al.@1#. In order to determine the sensitivity of the noz-
zle’s premixing level to the bluff body centerbody, the size of the
centerbody~i.e., r CB /r exit) was changed and additional fuel tube
configurations were evaluated for their influence on thef /a dis-
tribution near the exit plane. The results are displayed in Fig. 7.
These data show that the exit fuel/air distribution profile can be
tailored by shifting fuel upstream or downstream in the inlet slot.
Shifting fuel downstream~Baseline, 15~8/7!, 15~9/6!! can shift the
f /a distribution at the exit plane from ID-peaked, to centered, to
OD-peaked. The 15~8/7! configuration demonstrated the highest
level of premixing for both the r CB /r exit50.47 and 0.60
centerbodies.

The mixing efficiency versus momentum ratio is plotted in Fig.
8 for both centerbodies with identical fuel tube configurations.
These data show that the 15~8/7! hole pattern is also the best over
the momentum ratio range of interest. Examination of the data for
the 15~8/7! fuel tube indicate the best premixing occurs at differ-
ent momentum ratio forr CB /r exit50.47 than forr CB /r exit50.60.
The 8-U data set shows the highest sensitivity to changes in cen-
terbody geometry. The data for the baseline case shows signifi-
cantly different trends for the two centerbodies; forr CB /r exit
50.47,s/m increases as momentum ratio decreases, whereass/m
increases with momentum ratio forr CB /r exit50.60.

At some conditions, a pilot may be used at the tip of the bluff-
body centerbody to enhance combustion stability. Fuel/air distri-

Fig. 5 Normalized F ÕA distribution 6 mm from exit plane for
different levels of fuel penetration, r CB Õr exitÄ0.60

Fig. 6 Mixing efficiency over range of fuel momentum ratios
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bution measurements were made with various levels of pilot to
determine how thef /a distribution varies as piloting levels in-
crease. The preferred centerbody,r CB /r exit50.47, and main gas
fuel orifice array, 15~8/7!, were used for this piloting study. Fuel/
air distribution measurements are presented in Fig. 9 for zero,
two, five, and seven percent pilot. This investigation required
measurements of thef /a distribution across the entire exit plane,
not just the annulus as presented in earlier figures. The zero per-
cent pilot condition of Fig. 9 is thef /a data from the 15~8/7! case
of Fig. 7, analyzed over the full exit plane diameter. Notice that
thes/m increases from 0.041 to 0.065 when the entire diameter is
used versus the annulus. The zero percent pilot actually has fuel
depression behind the centerbody, contributing to its highers/m
relative to the two percent case. Studies by Kendrick et al.@9#
indicated that combustor acoustics could be significantly reduced
by adding two percent pilot. What is interesting in Fig. 9 is that
the s/m for the two percent case is actually lower than without
pilot. The addition of five percent and seven percent pilot signifi-
cantly increase thes/m and discrete fuel jets are visible for these
conditions.

Fig. 7 Normalized F ÕA distribution 6 mm from exit plane for
different fuel distributions along the inlet slot length, r CB Õr exit
Ä0.47

Fig. 8 Mixing efficiency over range of fuel momentum ratio for
two different r CB Õr exit

Fig. 9 F ÕA distribution 6 mm from exit plane of premixing
nozzle with 15 „8Õ7… main fuel orifice array for several levels of
centerline pilot
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Comparisons With Combustion Test Data. A bluff-body
TE nozzle with the baseline and 15~8/7! hole pattern was installed
into a single nozzle rig~SNR! for actual combustion tests as de-
scribed in detail by Kendrick et al.@9#. The SNR provides an ideal
test bed for investigation of prospective nozzle configurations
since it closely models the actual engine’s geometry, pressures and
temperatures. Dynamic pressure measurements were made inside
the plenum chamber and combustion chamber~liner! using infi-
nite tube transducers~ITPs! which had to be corrected in both
amplitude and phase due to the length of the tube connecting the
liner and the transducer. Uncertainty in the rms measurement was
typically less than 2 percent. Emissions measurements were made
through the use of an array of water-cooled probes inserted into a
flange immediately downstream of the combustor liner. Uncertain-
ties in these measurements were less than 3 ppm for NOx and 10
ppm for CO. A T-Section downstream of this plate diverted the hot
flow to allow optical access for PMT measurements and flame
visualization.

Emission Measurements. Emissions measurements were
made in the SNR to determine the impact thatf /a distribution has
on NOx and CO emissions. Tests were conducted at 15.6 atm with
an inlet temperature of 710 K over a range of fuel air ratios~0.60–
0.75!. These fuel/air ratios were set higher than normal gas turbine
engine conditions to accommodate rig operation constraints. Fig-
ure 10 shows NOx and CO emissions for the baseline and 15~8/7!
main fuel orifice arrays with various levels of tip pilot. Five per-
cent sidewall pilot was kept constant for all test conditions thus,
the lowest NOx levels possible are not shown here. With 0 percent
and 2 percent tip pilot, the difference between baseline and
15~8/7! is clearly observed. For the unpiloted case, reducing the
s/m from 0.084 to 0.041, shifts the NOx versus CO curve to the
lower left. This shift indicates improved premixing levels and the
ability to reduce both NOx and CO by increasing the premixing
level. At the operating point where CO levels are low, NOx levels
are reduced by 25 percent. As the tip pilot level increases beyond
2 percent, NOx production is dominated by the pilot. Thus,
changes to the main gas fuel array do not affect the NOx /CO
curve.

Analysis of thes/m over the entire exit diameter for the 15~8/7!
case indicated that the premixing level actually decreased when 2
percent pilot is added yet NOx /CO emissions were higher. This
result suggests that fuel is mixing rapidly behind the centerbody in
the nonreacting measurements whereas in the combustion tests it
is burning like a diffusion flame before mixing.

Acoustic Measurements. Inherent in the design of any fuel-
air premixer is its ability to yield minimal acoustic levels~com-
bustor pressure fluctuations! over the engine’s power curve.
Acoustic measurements made in the SNR were compared to ac-
etone fluorescence measurements to determine how the premixing
level and main gas orifice array affect combustion dynamics. Fig-
ure 11 compares the combustor acoustic levels for the baseline
and 15~8/7! orifice arrays at two levels of centerline piloting~2
percent and 5 percent!. The transducer was located 2.54 cm down-
stream of the nozzle’s exit plane. In both cases, side-wall diffusion
piloting was kept constant at 5 percent. Apparent for both configu-
rations is the acoustic attenuation with increasing centerline pilot-
ing due to the increased stability of the central recirculation zone
and less favorable acoustic-heat release coupling as described in
detail by Kendrick et al.@9#. More importantly, however, is the
observation that the 15~8/7! scheme yields reduced combustor
acoustic levels compared with its baseline counterpart for identi-
cal piloting levels. Hence in addition to promoting a more homog-
enousf /a distribution and consequently reduced emission levels
~Fig. 7!, the 15~8/7! injection scheme has also provided superior
acoustic levels.

A thorough investigation of combustion systems cannot be
achieved without addressing the chemical-acoustic interactions
that inevitably occur. As shown by others@12,13# it is this inter-
action between the pressure and the heat release which typically
sustains the instabilities. Thus, changing the main gas fuel array
changes the convective time between the injection site and the
reaction zone. Quantification of this coupling is achieved through
the use of the Rayleigh index which can be represented math-
ematically as

R5
g21

g p̄ E
V
dVE

t

t1t

p8~x,t !q8~x,t !dt

wherep8 andq8 are the fluctuating components of pressure and
heat release, respectively, andg, p̄, andV are the ratio of specific
heats, mean pressure, and volume. Integration over both spatial
and temporal variables, therefore, yields a global Rayleigh index
which characterizes the level of overall acoustic coupling or driv-
ing. This global index is presented for both main fuel injection
schemes in Fig. 12 for 5 percent centerline piloting. Unfortu-
nately, the lack of accurate PMT data for other centerline percent-
ages did not permit a more thorough comparison. It is seen that
the 15~8/7! injection scheme’s improved acoustic levels~Fig. 11!
are a result of a shifting in the temporal location of the heat

Fig. 10 Emission results from SNR for r CB Õr exitÄ0.47 and
15„8Õ7… fuel tubes

Fig. 11 Acoustic data from combustion tests of baseline and
15„8Õ7… orifice arrays with r CB Õr exitÄ0.47 in the SNR
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release profile relative to the acoustic cycle as evidence by the
reduced global Rayleigh indices. These results indicate that
changing the main gas fuel array from the baseline to the 15~8/7!
reduced combustor acoustics in addition to reducing the emissions
levels and improving the fuel/air distribution near the nozzle exit
plane.

Conclusions

• An acetone fluorescence technique has been applied to mea-
sure the fuel air distribution at the exit plane of various premixing
nozzle configurations. The ratio of the measured to meteredf /a
value was found to be 1.060.07 ~80 percent confidence interval!.

• The f /a distribution is a strong function of centerbody geom-
etry, fuel orifice size and distribution and, momentum ratio. Thus,
the main gas fuel array should be evaluated over the entire mo-
mentum range of interest and reevaluated for nozzle geometry
changes.

• The f /a distribution at the exit of a tangential entry nozzle
can be tailored by shifting fuel along the inlet slot length. Increas-
ing fuel to the upstream end of the slot changes the exit planef /a
distribution from an OD-peaked to an ID-peaked profile.

• The f /a distribution across the entire premixer exit diameter
and the premixer annulus should be evaluated to optimize fuel
nozzle design for both emissions and acoustics when piloting is
used. For unpiloted cases, only the main fuel annulus should be
used.

• Improving the level of premixing for the main fuel injector
orifice array froms/m50.084 to 0.041, for the unpiloted case,
shifts the NOx, versus CO curve to lower left. NOx levels can be
improved by nearly 25 percent.

• Changing the main fuel orifice array can improve both the
premixing level and reduce the Global Rayleigh Index leading to
reduced combustor acoustic levels.

Acknowledgments
The authors wish to thank Mr. Joseph Poplawski for operation

of the acetone fluorescence facility and Mr. Mark Anderson for
programming the data analysis software to produce the images,
statistics and plots.

Nomenclature

ṁfair 5 mass flow of fuel simulant
ṁair 5 mass flow of main air
ṁace 5 mass flow of acetone

( f /a) i 5 (ṁfair /ṁair) i , local fuel to air ratio at theith
pixel

c05ṁace/ṁfair , 5 ~;0.1 percent acetone seeding!
nace;ṁace, 5 number of acetone molecules within the

spatial location mapped by theith pixel
k 5 geometric factor including window attenua-

tion, magnification and pixel gain
I i 5 laser intensity at theith pixel, same for

background, response, and data images
Bi 5 ith pixel of the background image
Ri 5 ith pixel of the response image
Di 5 ith pixel of the data image
Si 5 ith pixel of the signal image
s 5 standard deviation
m 5 meanF/A

r CB 5 radius of nozzle centerbody
r exit 5 radius of nozzle exit
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Determination of Thermoacoustic
Response in a Demonstrator Gas
Turbine Engine
This paper describes an analytical and experimental investigation to obtain the thermoa-
coustic response of a demonstrator gas turbine engine combustor. The combustor acoustic
response for two different fuel injector design configurations was measured. It was found
that the combustor maximum peak to peak pressure fluctuations were 0.6 psi to 2 psi for
configuration A and B, respectively. Based on the measured acoustic response, another
experimental investigation was conducted to identify the design features in configuration
B that caused the increase in the acoustic response. The data showed that by changing the
fuel injector swirler’s vane to inner passage discharge area ratio, the engine acoustic
response could be lowered to an acceptable level. A simplified analytical model based on
the lumped-parameter approach was then developed to investigate the effect of geometri-
cal changes upon the engine response. The analytical model predicted the fuel injector/
swirlers acoustic response as a function of the swirlers inner passage discharge area ratio
and frequency. The predictions were consistent with the experimental observations, in
particular, it was predicted that as the area ratio was increased, the system reactance was
decreased and as a result the system changed from a damping to an amplifying system.
@DOI: 10.1115/1.1374200#

1 Introduction
The Air Force Integrated High Performance Turbine Engine

Technology ~IHPTET! combustors must operate free of
combustion-driven dynamic instabilities that could compromise
the structural integrity of high performance engines. To double the
thrust-to-weight ratio, as required for future high-performance
military engines, the combustion system, which includes the dif-
fuser, combustion chamber, and fuel injectors/swirlers, will be re-
quired to operate at much higher overall design equivalence ratios,
inlet pressures, and temperatures than the existing military aircraft
engines combustors.

A key element in the combustion system is the fuel injector/air-
swirler module which dictates ground ignition, altitude relight,
lean blowout~stability!, pattern factor and smoke emission char-
acteristics of the engine’s combustor. Improved understanding of
the fuel injector/swirler performance and its influence on the over-
all combustor performance for both the low and high-power con-
ditions is currently obtained through high-quality databases. These
high-quality databases combined with modeling efforts can then
provide information on design features and characteristics that
will lead to either optimum or deteriorated performance of the
combustion system. Fuel injection system performance is mainly
measured based upon its stability~lean blowout! characteristics
and smoke emissions level. An improved fuel injector/swirler de-
sign would broaden the turn-down fuel-air ratio which is defined
as the maximum allowable fuel-air ratio at which the flame blows
out. The increase in the turn-down fuel-air ratio is dictated by the
need for greater range of high to low-power operation for military
engines. Each new military combustor, whether it is a new design
or simply a derivative version of an existing design has typically
required a higher temperature rise than the preceding design. This
has been accomplished by increasing the fraction of airflow to the
injectors/swirler module and fuel flow. The implication is that a

more demanding requirement is placed on the injector design and
performance to provide an acceptable level of lean blowout,
smoke emissions, and engine dynamic stability. To meet future
high-performance military engines combustor design require-
ments and to allow a return to simpler, more affordable single-
annular combustor designs, innovative air-swirler technology has
become increasingly important for improving low-power stability
while simultaneously increasing high-power temperature rise in a
combustor with minimized volume. This presents a challenge to
the historical manner in which combustors have been designed.

The understanding of the effect of fuel injector design features
on the combustion dynamic stability remains very challenging.
This is due to the fact that most existing fuel injector/swirler and
combustors design databases lack a provision for predicting
combustion-driven instabilities during the pre-design and design
phases. Currently, a need exists to predict and quantify combus-
tion instabilities in high-performance military fuel injectors and
combustors during the design stage. Axial, tangential, and radial
instability modes may all develop in the combustors that could
severely impact the engine performance and its structural integ-
rity. Various approaches are presently used to predict combustion
instabilities. These approaches range from one-dimensional linear
stability based @1–3#, to one, two, and three-dimensional
nonlinear-CFD-based@4–8#. Mohanraj et al.@5# developed a one-
dimensional computer model using a heuristic mixing model
along with a semi empirical open loop active controller. Quinn
and Paxon@9# used a one-dimensional model to study thermoa-
coustic instabilities in combustion systems. Mawid and Sekar@10#
used a one-dimensional model to actively control combustion os-
cillations. Other analytical models@11–18# based upon the
unsteady-pressure equation in one and three dimensions were also
developed and calibrated/anchored to experiments under con-
trolled conditions such that extrapolation to other conditions could
be performed.

In order to optimize fuel injector/swirler performance improve-
ments, development efforts that include the design, analysis, and
testing of advanced fuel injector/swirler have been carried out. To
enhance the performance of military combustors, a new fuel in-
jector concept was designed. The fuel injector was tested and its
performance was demonstrated in a military engine demonstrator
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for improved injector lean blow out, lower smoke production level
and dynamic stability. The primary vision was to provide a data-
base of a high quality with sufficient information that could be
used by combustor designers to design fuel injectors/swirlers with
higher turn-down fuel-air ratios. To demonstrate the benefits of an
improved database a goal of 20 percent increase in the turn-down
fuel-air ratio was established. An existing hybrid airblast injector
with inner and outer airflow passages was selected as a baseline
design—concept A, Fig. 1. After extensive analysis and testing of
this concept, the observations were that fuel injectors with low
smoke numbers were likely to have higher swirl flows in the prox-
imity of the spray point and that good ignition and stability~lean
blowout! characteristics were achieved for fuel injectors/swirlers
with lower swirl flows in the proximity of the spray point. These
conclusions therefore led to the development of new injector de-
sign concepts, which in turn would simultaneously satisfy the ap-
parent conflicting requirements for high and low swirl flows in the
proximity of the spray point.

A design concept B, Fig. 2, with 16 design variances, was ex-
tensively evaluated and characterized using a design of experi-
ments approach for lean blowout performance.

Co-rotating and counter-rotating swirlers variances were char-
acterized for the different passages. The injectors were tested in
an atmospheric ignition rig for improved stability performance.
Eight of these new injectors were selected for further smoke emis-
sions testing at high-pressure conditions. The test matrix injectors
were then compared against high stability and low smoke baseline
designs as design concept A. It was shown that various versions of
the new design concept improved stability relative to the low
smoke baseline design and reduced smoke level relative to the
high stability baseline injector design. When these two results
were combined in the best overall performance of design concept
B, the 20 percent goal in increasing the turn-down fuel-air ratio
was accomplished. Diagnostic testing for fuel spray patternation,
penetration using Laser Doppler Velocimetry~LDV ! and Particle
Doppler Phase Analyzer~PDPA! was performed to obtain the
flow field characteristics and to derive a homogeneity factor for
smoke performance.

The best performing injector design derived from concept B
was then implemented into an advanced military engine demon-
strator. The fuel injector was tested for altitude relight character-
istics, and high-pressure pattern factor and smoke emissions in a

full annular rig. Under these tests, the injector design concept B
was proven to perform as tested in the rig. However, under static
sea level testing, an acoustic resonance was measured at greater
amplitude than for the baseline injector design concept A. This
result was considered significant enough to remove the new injec-
tor design from the engine. Moreover, this result also led to addi-
tional efforts to identify the root causes of measured acoustic reso-
nance and identify an appropriate diagnostic test and model to
help in the early detection and prevention of future occurrences. A
simplified model based on the lumped-parameter approach was
developed and applied to the design. The model predicted the
trends that were measured experimentally. In particular, the fuel
injector response factor was predicted and found to vary substan-
tially as the fuel injector geometrical areas changed as will be
shown later.

The engine demonstrator acoustic response due the implemen-
tation of the fuel injector design concept B will be first presented
in the next section, which will be followed by a section on the
acoustic response tests for the baseline fuel injector, Fig. 1, and
the new fuel injector design swirlers, Fig. 2, with and without
combustion. The final two sections will be on an attempt to de-
velop a simple acoustic model to investigate the acoustic response
of the engine combustor followed by a section on conclusion.

2 Engine Acoustic Response Test
As mentioned above, the improved fuel injector design configu-

ration B was tested in annular combustor rigs for pattern factor,
smoke, and altitude relight capability. The tests were successful,
where no increase in smoke output was measured and the altitude
relight capability was further extended another 5 K ft compared to
the baseline design configuration A. The combustor was then as-
sembled into a development military engine demonstrator and
during testing, the combustor demonstrated an acoustic instability.
The oscillations were severe enough with the new injector design
that removal of the injector from the demonstrator engine was
necessary, in spite of its improved performance.

The acoustic data were obtained from high-frequency response
pressure probes that were placed at various locations in the engine
during sea level operation. The base combustor configuration is
shown in Fig. 3. The baseline combustor design employed 24 fuel
injectors around the circumference of the bulkhead. The air is fed
to the combustor through a stepped diffuser, which is a combina-
tion of a normal prediffuser and two fairings, which continue the
diffusion process after a small dump loss occurs.

Fig. 1 Schematic of the baseline fuel injector design configu-
ration A

Fig. 2 Schematic of new fuel injector, design configuration B
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The baseline fuel injectors based on configuration A were first
tested in the demonstrator engine. Measurements of peak to peak
pressure fluctuations as a function of the frequency were obtained
and are shown in Fig. 4, which shows the fast Fourier transform of
the pressure oscillations in the combustor cavity as a function of
the power setting. Thex-axis is the frequency domain for which
responses are measured and they-axis is a normalized peak to
peak measure as a function of engine speed. The line at the bot-
tom of the graph shows the peak to peak fluctuations at the lowest
engine speed and the line at the top of the graph shows the peak to
peak fluctuations at the highest engine speed recorded. The data
clearly show that for the baseline fuel injector configuration~de-
sign concept A!, a maximum peak to peak pressure fluctuation of
0.6 psi in 400 to 500 Hz frequency range was obtained. The com-
bustion mean pressure was 15 psi. This peak to peak pressure
fluctuation was deemed acceptable to the turbine. The 400 to 500
Hz region appears to always display the greatest peak pressure
fluctuation. The first tangential mode of the baseline combustor
corresponds to a frequency of about 250 Hz and the 400 to 500 Hz
range corresponds to a quarter wave frequency.

When the new fuel injectors, based on design configuration B,
were tested in the engine combustor, the peak to peak pressure
fluctuations increased to 1.5 psi as shown in Fig. 5. The peak to
peak value is seen to be more confined to 400 to 500 Hz region.
The pressure fluctuation data was further backed up with turbine
stress data from instrumented blades in both the HP and LP tur-
bines. The higher turbine stress was caused by the buffeting action
due to pressure fluctuations. These effects combined pushed the

turbine stress levels over the limit. The new fuel injectors were
considered to be the root cause of the problem and were removed
from the engine.

In another attempt to test the new fuel injectors, the airflow
swirlers were made with greater precision for geometrical dimen-
sions and flow by machining them as compared to the first test
where the injector set was cast in a rapid prototype process. The
measurements, however, yielded worse peak to peak pressure
fluctuations in the 400 to 500 Hz range than any previous test. The
maximum peak to peak, as shown in Fig. 6, was approximately 2
psi and was completely unacceptable. Figure 6 clearly shows a
very pronounced response in the 400 to 500 Hz ranges which is a
clear evidence that the combustor section has a preferred reso-
nance in the 400 to 500 Hz range. This resonance is amplified
when the new injector designs were employed with the conse-
quences of unacceptable turbine buffet stresses.

On the basis of this test, the development efforts addressed two
new objectives. The first was to make measurements that would
potentially indicate that an injector design would lead to acoustic
instability. The second was to determine a way to address the
acoustic issues and identify the design features that would lead to
an acoustic response while maintaining an improved performance
as will be discussed in the next section.

3 Fuel Injector Acoustic Response Tests
The acoustic response that was measured in the demonstrator

engine led to two important challenges. The first challenge was to

Fig. 3 Front-end cross section of the base combustor configu-
ration

Fig. 4 Waterfall graphs for pressure fluctuations for fuel injec-
tor configuration A

Fig. 5 Waterfall graphs for pressure fluctuations for fuel injec-
tor configuration B

Fig. 6 Waterfall for pressure fluctuations for fuel injector con-
figuration B
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understand what led to the acoustic combustion instability in the
annular combustor and devise an appropriate diagnostic test and
an analytical model to screen future injector designs. The second
challenge was to identify the design features which led to the
instability in the new injector design and eliminate them without
compromising the lean blowout and smoke performance achieved.

Three different tests were devised in increasing complexity to
determine the characteristics acoustic pressure fluctuations of a
fuel injector with swirlers. The three tests differ as follows:

• Swirler Free Aero Acoustic: The individual swirlers were
flowed and their acoustic characteristics were documented. This
test assumes that the swirler acoustics drive the response.

• Swirler Forced Aero Acoustics: The acoustic response of the
swirler to a fluctuating pressure inputs was measured. This test
assumes the swirler to be an acoustic filter.

• Combustion Heat Release Rate Acoustic Response: A com-
busting fuel air mixture from the swirler/injector was subjected to
fluctuating pressure input and the pressure response was
documented.

The key approach was to identify which design feature~s! of the
new injector concept was potentially responsible for the measured
combustion instability in the full annular combustor. The new
injector design swirler differed from the baseline design in three
clear ways, which were contained in the inner airflow passage.
First, the inner passage was a mixture of air streams from two
swirlers and the mixing layer starts at the end of inner passage
venturi. This venturi end was believed to be a potential source of
vortex shedding. Second, the mixing process occurs between
counter-rotating flow fields which leads to a shearing action inter-
nal to the swirler which again would potentially lead to vortex
shedding. The third feature was the ratio of vane area to discharge
area in the new injector design swirler was much greater than that
of the baseline design. The objective of the injector tests was to
determine which of the key design feature differences between the
baseline and the new design was most responsible for the occurred
combustion instability. The venturi end, counter-rotation and the
area ratio of vane to discharge features were therefore varied in
the tests, one at a time. The metric of a successful test was that the
test showed a clear discriminator between the baseline and the
new injector design.

3.1 Swirl Free Aero Acoustic Test. A set of cold flow free
acoustic tests was performed to test whether or not the new injec-
tor swirler was acting as an exciter. These tests were based upon
the premise that any radial inflow swirler is a type of vortex
whistle, which was studied and characterized by Vonnegut@19#. A
specially damped plenum was configured to provide a minimum
level of upstream disturbances. The acoustic characteristics of the
discharge stream were analyzed using a microphone and a Fast
Fourier Transform signal analyzer. The peak frequency was re-
corded as a function of the pressure drop for the baseline and new
injector swirlers as shown in Fig. 7.

As can be seen in Fig. 7 that the new injector swirler design has
a frequency characteristic which is about twice the natural fre-
quency of the annular combustor observed previously. This is
indicative of the beating type frequency.

3.2 Swirl Forced Response Aero Acoustics Test.The ra-
dial swirlers represent the primary conduits of air between the
external combustor shrouds and the internal combustion chamber.
This means that if coupling and amplification between the cham-
bers is the root cause of the instability observed, then it is impor-
tant to test the swirlers response to a forcing function by measur-
ing the impedance of the conduit. The impedance is defined as the
total opposition~both resistance and reactance! exerted by the
swirlers to the forced~or pulsed! airflow of a given frequency.
The impedance of the swirlers was determined by measuring the
transfer function of the swirlers. In these tests, the measured up-

stream parameter was the pressure. The measured downstream
parameter was velocity over a range of frequencies.

As mentioned earlier, the new injector design~configuration B!
differed from the baseline design configuration A in three ways,
namely the venturi, counter-rotating airflow swirlers of the venturi
and middle passage, and in the ratio of the vane area to the dis-
charge area. The major difference between the two designs was in
the vane area of the new design, which was about 40–60 percent
greater than the vane to discharge area ratio for the baseline de-
sign. The implication is that the new injector design swirler would
exhibit less resistance to dynamic changes in the pressure, particu-
larly at higher frequency. For this reason, the transfer functions
measured were the ratio of the upstream pressure to the down-
stream velocity, which would be expected to maintain a higher
level at higher frequencies.

Figures 8 and 9 show respectively the measured transfer func-
tions as the ratio of the upstream pressure to the downstream
velocity oscillations and the corresponding phase angle relation-
ship of the transfer functions for two baseline designs, named here
A1 and A2 and the new design configuration B. Note here that the
difference between the A1 and A2 baseline swirlers designs is in
the effective areas Acd. It can be seen that the new design swirlers
exhibit a higher value of the transfer function in the 400 to 500 Hz
region, which was the natural frequency of the annular combustor.
This is indicative of a dynamic response as opposed to a static
response. This is also demonstrated in the phase angle relationship
between pressure and velocity oscillations in Fig. 9.

The effect of the venturi elimination and counter rotation of
new design swirlers was then considered. Figure 10 shows the
response characteristics of the venturi elimination injector referred
to as B1 and the change from counter-rotation to corotation of the
middle passage referred to as B2 which are both compared to the
new baseline design configuration B. The transfer function be-
tween the upstream pressure and downstream velocity show that
there is little or no change in the dynamic response characteristics.
These measurements clearly indicated that the counter rotation
and the addition of the third passage for the new design were not
responsible for the acoustic response measured in the demonstra-
tor engine.

The third difference between the baseline design configuration
A and new design configuration B was in the vane to discharge
area ratio, which was considered. Figure 11 shows the transfer
functions for the baseline design swirlers baseline design A! and
new design swirlers with two modifications, namely the area ratio
for B3 and vane angle~or vane offset! B4. The modified designs
response characteristics were compared to the original baseline
design A as shown in Fig. 11. It can be clearly seen that the new
design with a modified area ratio exhibits a reduced response in
the 400 to 500 Hz range which is similar to the baseline one.
Figure 11 also shows the changing the area ratio of the new design
swirlers is far more productive in reproducing the baseline re-
sponse characteristics relative to vane offset.

Fig. 7 Frequency versus pressure drop
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These tests point out that vortex shedding from the venturi and
the mixing of the counter-rotating passages seemed to have little
effect on the forced response of the swirlers. The strongest effect
observed was the vane to discharge area ratio. It was shown that if
the new design configuration B was modified to have a vane to
discharge area ratio similar to that of the baseline design A, a
similar response characteristic could be obtained.

3.3 Combustion Heat Release Rate Acoustic Response.
A schematic view of the combustion rig is shown in Fig. 12. The
rig consists of a planar sector with combustion and cooling holes
and a LING acoustic driver that would be used to apply a forcing
function in the event the injectors fail to be self-exciting. High-
speed pressure transducer probes were installed in upstream ple-
num and combustion chamber for determination of the upstream
and downstream power spectral density~PSD!, the transfer func-

tion and the phase angle relationship between pressure measure-
ments. The rig can be run in four different modes. The combus-
tion chamber could be run with or without back pressure and thus
providing very different acoustic boundary conditions. The rig
could also be run where the inlet pressure can be modulated using
a controlled pressure driver that is referred to as the LING driver.
The rig could therefore be run with or without pressure feedback
and with and without pressure input. Further, the rig was con-
structed such that it can be run with or without dilution holes
which would tend to attenuate the acoustic response characteris-
tics.

The primary objective of the tests here was to identify a quan-
tifiable discriminator between the baseline and new injector de-
signs in the frequency range of interest, which was 400 to 500 Hz.

The rig was first operated in a back-pressure mode as a result

Fig. 8 Ratio of the fluctuating upstream pressure for downstream velocity
„transfer function …

Fig. 9 Phase relationship for ratio of upstream pressure to downstream
velocity
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the combustion process quickly reached a limit cycle within the
combustion chamber. The sound was clearly audible and signifi-
cant pressure oscillations were in the combustion chamber. The
downstream power spectral densities for the baseline and the new
injector designs are shown in Fig. 13. Examination of these PSD
data shows a strong coupled response in the range of 175 to 200
Hz. This response appears to correspond to the half-wave fre-
quency of the upstream plenum chamber. The plenum was long
enough to justify such a low frequency. The combustion chamber
itself could only have resonated in that frequency range due to a
Helmholtz mode. The PSD measurement in Fig. 13, however,
show peaks at the second, third, and fourth harmonic of the base
frequency, which is clearly indicative that this resonance was due
to a characteristic length of the plenum chamber. It would not be
possible for Helmholtz resonator to produce harmonics.

In the second test, the rig was operated with choke plates
opened. In this test, the rig lacked the restriction required to sig-
nificantly change the pressure feedback in the combustion cham-
ber. Figure 14 displays a comparison of the transfer function be-
tween the pressure transducer upstream of the combustion
chamber and the downstream transducer without LING excitation.
It is seen that the combustion chamber provided a source of

broadband noise. This is why the frequency function is greater
than one throughout the frequency band measured. These results
also appear to provide very little discrimination between the in-
jector designs.

In the third test, the rig was then set with the LING transducer,
to operate as a driver. The LING transducer was actuated to sweep
across fairly wide frequency range several times while the trans-
ducer gathered data. A comparison of the transfer functions of the
baseline swirler and new swirler is shown in Fig. 15. When the
LING was activated, the pressures in the combustion chamber
more or less attenuated to the input pressures in the frequency
range of interest. The data appear to show consistently that in the
range of 300 Hz, the combustor cavity does appear to amplify the
input pressure. The 300 Hz amplification may correspond to a
characteristic length starting at the bulkhead of the chamber to
next point of reflectance which is the forward facing panel in the
exhaust duct. The data show another peak at 700 Hz which well
corresponds to the quarter-wave frequency of the combustion
chamber. The signal is generally attenuated outside these two
peaks of 300 and 700 Hz. The data does not clearly show a dis-
criminator between the baseline and new improved design. The

Fig. 10 Ratio of the fluctuating upstream pressure to downstream velocity for
design configuration B

Fig. 11 Ratio of the fluctuating upstream pressure to downstream velocity for
design configurations A and B
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small difference in the acoustic characteristics was due to the
slight difference in the overall fuel-air ratio. Note that the injec-
tors could not be run at precisely the same overall fuel-air ratio.
This could cause the resonance of the chamber to be slightly al-
tered due to the temperature difference within the chamber.

4 Acoustic Model Development
The experimental results clearly showed that the acoustic re-

sponse measured in the new fuel injector design configuration B
was mainly due to the change in the vane to discharge area ratio.
As was shown in Fig. 11, when the new design swirler’s vane to
discharge area was considered, the acoustic response of the
swirler was changed. This was reflected in the decrease in the
swirler’s impedance as determined by the transfer function. In this
case, the swirler represents the primary conduit of air between the
external combustor shrouds and the internal combustion chamber.
The swirler can be considered as an orifice through which a sig-
nificant amount of the air flows.

Pressure fluctuations in the combustor, if occurred, will feed-
back to the combustor outer shroud or diffuser through the
swirler. The swirler in this case represents a connector between
the two cavities. The implication is that the swirler acts as an
acoustic filter whose impedance characteristics would either fa-
cilitate or potentially eliminate the feedback between the two
cavities.

The elements that make up the impedance of a flowing system
~as in electrical circuits! are the inductance~inertia!, capacitance
~volume!, and resistance~pressure drop!. The capacitance, induc-
tance, and resistance all contribute to the impedance of a swirler.
The swirler’s resistance represents the static component of the
impedance, while the capacitance and inductance represent the
dynamic components of the impedance. The fuel injector swirler’s
vane and inner passage discharge areas represent the inductance,

Fig. 12 Schematic of the combustion rig

Fig. 13 „a… and „b… Measured spectral density „PSD… versus
frequency

Fig. 14 „a… and „b… Measured transfer function
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the volume represents capacitance and the pressure drop across
the vanes or the effective flow area Acd is the resistance. In the
new and baseline designs, the effective areas or pressure losses
were more or less identical and thus the resistance is about the
same. The capacitance of the system is related to the volume of
the swirler passages and the degree of compressibility of the fluid.
The capacitance for the new and baseline designs were also about
equal. A close examination of the measured transfer functions for
the baseline injector’s swirler passage and the new injector’s
swirler passage, however, revealed that the design feature respon-
sible for the measured acoustic response was the new injector’s
vane to inner passage discharge area ratio. This area ratio of the
new injector was about 40–60 percent greater than that of the
baseline design. Therefore, it is to be expected that a significant
decrease in the inductance of the new injector swirler would oc-
cur. As a result, the new injector’s swirler passage would provide
less resistance to dynamic changes in pressure for the 400–500 Hz
range. The transfer function between the pressure upstream and
the velocity downstream therefore maintained a higher level for
the new injector design than for baseline design as shown in
Fig. 8.

In an attempt to understand the engine acoustic response and
the associated flow process, a simplified model based on the
lumped-parameter approach was considered. The fluid system is
modeled by an equivalent network consisting of resistance, ca-
pacitance, and inductance. As a first step, only the swirlers and the

inner passage will be considered and be modeled as a lumped-
element system. Although the swirlers and the inner passage prob-
ably cannot be precisely described by a lumped element system,
the results should serve to illustrate the importance of the flow
system coupling through the swirler vane and inner passage dis-
charge area ratio.

In Fig. 16, a single swirler and the inner passage element of the
air flow system is shown. It consists of a swirler’s vane passage of
a given slot width, slot height and swirl angle that is connected to
the outer combustor shroud or cavity one of volumeV and to the
inner passage of the injector or cavity two. The radius of cavity
two is defined by the discharge radius of the inner passage swirler.
It is also assumed that cavity one is supplied at a constant flow
rateẆin . The dimensions of the injectors are given in Table 1. A
transfer function for these elements will be first derived~see the
Appendix!, which would then be used to model the effect of the
vane area.

The system transfer function was derived in the Appendix and
is given as

G~s!5
Ẇ8~s!

pc28 ~s!
5

a1s

a21a3s1a4s2
. (1)

Settings5 j v gives

G~ j v!5
j a1v

~a22a4v2!1 j a3v
. (2)

Fig. 15 „a… and „b… Measured transfer function versus fre-
quency with LING excitation

Fig. 16 Schematic swirler and inner passage of fuel injector
as a lumped sum

Table 1

Slot width 3.7331023 m
Slot height 5.0831023 m

Discharge radius 0.028174 m
Total Acd 0.7

f 1 1
f 2 1

F/A 0.025 to 0.046
P3 689,754.93 Pa
T3 699.81 K

~L!c1 0.0508 m
(Rin)c1 0.0418465 m
(Rout)c1 0.028194 m

Ẇair
0.19373 kg/s

Ẇf
0.024702 kg/s
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The imaginary part of amplitude of the transfer function is given
as

uImG~v!u5
a1v

@~a22a4v2!21~a3v!2#1/2
(3)

and phase relationship is given as

u5
p

2
2tan21S a3v

a22a4v2D . (4)

The system response factor for sinusoidal oscillation is given as

F5
Wmax8

pmax8
cosu (5)

whereW85Wmax8 sin(vt1u)

p85pmax8 sin vt

Using Eqs.~3–5!, the response factor is derived as

F5
a1v

@~a22a4v2!21~a3v!2#1/2
cosu. (6)

A system reactancef can be defined as

f5
a52a6v2

a7v
. (7)

Thus, the system response factor can be written as

F5

2
1

Af211
cosS p

2
2tan21

1

f D
a8

(8)

where the coefficientsa1 througha8 are given in the Appendix.

4.1 Results. As mentioned earlier that the objective of de-
riving the lumped-element model was to predict the fuel injector/
swirler system response to changes in the swirler’s vane to inner
passage discharge area. The operating conditions used in the
analysis are given in Table 1. These operating conditions corre-
spond to a high-power operation.

The fuel injector/swirlers lumped system dynamic response is
represented analytically by Eq.~8!. By plotting Eq.~8! as a func-
tion of the system reactance, Eq.~7!, the response of the fuel
injector to the flow is obtained. Figure 17 shows the fuel injector
dynamic response as a function of the reactance with the swirler’s
vane to inner passage discharge area ratio as a parameter. An area
ratio equal one is the baseline design configuration A. Whereas
area ratios of 1.5 and 2 represent an increase in the area ratio from

the baseline case. Both positive and negative values of the reac-
tance were used. It can be seen that for the baseline case, as the
fuel injector reactance increases in the positive direction, the in-
jector response factor remains negative. This indicates that the
fuel injector tends to damp the oscillations and the mass flow rate
oscillations are out of phase with cavity two~or combustion
chamber! flow oscillations. At large reactance values either posi-
tive or negative, the response factor approaches zero, which indi-
cates that the flow no longer responds to pressure oscillations and
the phase angle approaches 90 deg. The fuel injector can be con-
sidered tuned and the flow oscillations are 180 deg out of phase
with the pressure oscillations. The value of the response factor
then depends only on the resistive pressure drop terms in Eqs.
~5!–~8!.

The fuel injector response factor becomes positive as the sys-
tem reactance becomes more negative. This is indicative of a
phase displacement between the system flow and pressure oscil-
lations. The system attains its peak response value for a reactance
of approximately one. At this point, the flow and pressure oscil-
lations are in phase and the fuel injector becomes an amplifying
device. The effect of varying the swirler’s vane to inner passage
discharge area ratio is also shown in Fig. 17. It is clearly seen that
for the operating conditions and geometrical dimensions consid-
ered here, an increase in the area ratio by a factor of 1.5 and 2
results in a fuel injector system through which the flow no longer
responds to pressure oscillations. The implication is that the fuel
injector switches from a responsive to a nonresponsive device and
as a result no resistance is exerted to prevent the pressure oscilla-
tions from propagating upstream.

Figure 18 shows the predicted fuel injector reactance plotted
against frequency with the vane to discharge area ratio as a pa-
rameter. It can be seen that as the frequency of pressure oscilla-
tions is increased, the system reactance rapidly decreases. This
behavior is indicative of the inability of the fuel injector to filter
the high-frequency oscillations. In the 400–500 Hz range, how-
ever, the fuel injector/swirler system still shows a measurable de-
gree of reactance to the pressure oscillations. As the swirler’s
vane to discharge area ratio is increased, less system reactance is
predicted for a given frequency. It is interesting to notice here that
the fuel injector designs, both configurations A and B, show more
impedance to the lower frequencies of the pressure oscillations.
This demonstrates that by reducing the combustion chamber natu-
ral frequency, the fuel injectors swirlers will act more to filter the
combustion chamber pressure oscillations and thus less feedback
would occur.

Figure 19 shows the fuel injector response factor versus fre-
quency with the area ratio being a parameter. It is observed that
the system response factor is negative for frequencies less than
about 300 Hz. As predicted above, a negative value of the re-
sponse factor is indicative of a damping behavior of the system

Fig. 17 Predicted fuel injector lumped-system response factor
Fig. 18 Predicted fuel injector reactance as a function of
frequency
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and no feedback between upstream and downstream oscillations
takes place. Moreover, as the area ratio is increased, lesser
~smaller than 300 Hz! frequencies are required to attenuate the
fuel injector response. In fact, for an area ratio of twice that of the
baseline fuel injector, frequencies of less than 100 Hz would be
required to attenuate the fuel injector. It is of importance to notice
here that the 400–500 frequency range, in which the combustion
chamber natural frequency lies, still shows a positive response
factor, though of a smaller magnitude compared to the ones with a
larger area ratio. The implication is that a frequency of less than
400 Hz of the combustion chamber would still provide better at-
tenuation and less acoustic response.

Figure 20 displays the imaginary part of the fuel injector trans-
fer function, Eq.~3!, plotted against frequency and for different
vane to discharge area ratios. They-axis is the excess of the ab-
solute value ofuG(v)u from 1. It is seen that the response function
is increased as the frequency is increased. This again demonstrates
that the system provides less resistance to dynamic changes in
pressure at higher frequencies and thus stronger coupling between
the upstream and downstream oscillations. The effect of varying
the vane to discharge area is also shown in Fig. 20. The transfer
functions appear to produce larger values as the area ratio is in-
creased. The increase in the response function with the area ratio
is a clear indication of amplification of the oscillations and thus
higher instability.

It should be mentioned here that the trends predicted here are
consistent with the experimental data presented earlier for the fuel
injector transfer functions. However, the absolute value of the
predicted transfer functions could not be compared directly to the

experimental data because a linear analysis was used here to de-
rive and predict the system response to self-excited and externally
excited pressure oscillations.

5 Conclusion
The thermoacoustic response of a demonstrator gas turbine

combustor engine was investigated experimentally and analyti-
cally. The experimental data revealed that as geometrical dimen-
sions in the combustor fuel injectors were made, the engine acous-
tic response, in terms of peak to peak pressure oscillations, was
significantly altered. In particular, it was shown that increasing the
fuel injector swirler’s vane and discharge areas resulted in an am-
plification of the peak to peak pressure oscillations. It was also
shown that by modifying the fuel injector swirlers and discharge
areas, the combustor response can be reduced to an acceptable
level. A simplified model based on the lumped parameter concept
was then developed to investigate the effects of varying the fuel
injector geometrical dimensions on the system acoustic response.
The simplified model predicted the system behavior as changes in
the fuel injector dimensions were altered. The predicted system
trends were consistent with the experimental data. However, direct
comparisons between the data and predictions were not possible
because a linear stability analysis was used in the model.
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Nomenclature

A1 5 swirler’s entrance passage area
A2 5 swirler’s exit passage area
AW 5 swirler’s passage weighted area

f 5 weighting factor
g 5 gravitational force

G(s) 5 system transfer function
k 5 orifice discharge coefficient
L 5 effective length of vane passage
M 5 mass
p 5 pressure

pc1 5 pressure at the cavity 1
pc2 5 pressure at the cavity 2
pv1 5 pressure at the entrance of the inner passage
pv2 5 pressure at the end of the inner passage
p̄c1 5 time-averaged pressure at the cavity 1
p̄c2 5 time-averaged pressure at the cavity 2
p̄v1 5 time-averaged pressure at the entrance of the inner pas-

sage
p̄v2 5 time-averaged pressure at the end of the inner passage
pc18 5 unsteady pressure fluctuation at the cavity 1
pc28 5 unsteady pressure fluctuation at the cavity 2
pv18 5 unsteady pressure fluctuation at the entrance of the

inner passage
pv28 5 unsteady pressure fluctuation at the end of the inner

passage
s 5 Laplace operator
t 5 time

V 5 volume of cavity 1
Ẇin 5 mass flow rate into cavity
W̄̇ 5 averaged mass flow rate

Subscripts

c1 5 cavity 1
c2 5 cavity 2
v1 5 vane passage inlet
v2 5 vane/passage discharge

Fig. 19 Predicted fuel injector response factor versus
frequency

Fig. 20 Predicted magnitude of the imaginary part of the fuel
injector transfer function versus frequency

Journal of Engineering for Gas Turbines and Power JANUARY 2002, Vol. 124 Õ 55

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Greek Letters

g 5 specific heat ratio,cp/cv
u 5 phase angle
r 5 density
v 5 frequency

Appendix A
Using Fig. 16 notations, the following equations for the swirler

system elements may be derived. The equations in perturbation
form will be linearized.

Cavity 1 „Capacitance…. A mass balance gives

dM

dt
5Ẇin2Ẇ (A1)

whereM5rV andẆin , is mass flow rate into cavity 1 and it is
assumed constant. In perturbation form, Eq.~A1! becomes

r̄C1V

W̄̇
src18 52Ẇ8 (A2)

where subscriptc1 stands for cavity 1. The equation of state in
perturbation form is given as

p85gr8 (A3)

wherep5rg.
Using Eq.~A3!, Eq. ~A2! then becomes

r̄c1V

gW̄̇
spc18 52Ẇ8 (A4)

wheres is the Laplace operator which is a complex variable.

Entrance Loss Resistance from Cavity 1. Flow from cavity
1 into swirler vane passage~opening area! is represented by a
resisting entrance loss, for which the orifice flow relation is as-
sumed and is given as

Ẇ5kA1A~pc12pv1!rg (A5)

wherepv1 is the pressure at the entrance of the swirler’s passage.
Equation~A5! is written in perturbation form as

Ẇ85
1

2 F p̄c1

Dpc1

pc18 1S 1

g
2

p̄v1

Dpc1
D pv18 G (A6)

whereDpc15 p̄c12 p̄v1 .

Vane Flow Loss„Inductance….

pv12pv25
L

AWg

dẆ

dt
(A7)

wherepv2 is the pressure at the end of the inner passage. Equation
~A7! in perturbation form is given as

p̄v1pv18 2 p̄v2pv28 5
W̄̇L

gAW

sẆ8. (A8)

Assuming thatp̄v15 p̄v2 , Eq. ~A8! becomes

pv18 2pv28 5
W̄̇

gp̄2AW

sẆ8 (A9)

whereAW is the swirler’s passage weighted area which is defined
as

f 1A11 f 2A2

f 11 f 2

(A10)

and f 1 and f 2 are weighting factors. Iff 15 f 251, then, a mean
passage area is obtained.

Entrance Loss Resistance from Inner Passage into Cavity 2.
Flow from the inner passage vane into cavity 2 is represented by

Ẇ5kA2A~pv22pc2!rg (A11)

or in perturbation form

Ẇ85
1

2 F p̄v2

Dpv2

pv28 1S 1

g
2

p̄c2

Dpv2
D pc28 G (A12)

where

Dpv25 p̄v22 p̄c2 .

By combining Eqs.~A1! through ~A12!, the system transfer
function can be obtained and given as

G~s!5
Ẇ8~s!

pc28 ~s!
5

a1s

a21a3s1a4s2
(A13)

where the coefficientsa1 througha4 as follows:

a15
1

4 S r̄V

gW̄̇
D S 1

g
2

p̄c2

Dpv2
D S 1

g
2

p̄v1

Dpc1
D

a25
1

4

p̄v2

Dpv2

p̄c1

Dpc1

a35
1

2 S r̄V

gW̄̇
D S 1

g
2

p̄v1

Dpc1

2
p̄v2

Dpv2
D

a45
1

4 S W̄̇L

gp̄2A1

D S r̄V

gW̄̇
D S p̄v2

Dpv2
D S 1

g
2

p̄v1

Dpc1
D .

Also, the coefficientsa5 througha8 in Eqs.~7! and~8! in text
as follows:

a55S p̄c1

p̄v22Dpv1 /g
D Y S r̄3V

gW̄̇
D

a65
W̄̇L

Aeffp̄v2

a752S p̄c1Dpv1

p̄c1~ p̄v22Dpv1 /g!
1

Dpv2

p̄v2
D

a85S p̄v2

p̄c22Dpv2 /g
D a7 .
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Modeling of Inhomogeneously
Premixed Combustion With an
Extended TFC Model
In many practical applications, so-called premixed burners do not achieve perfect pre-
mixing of fuel and air. Instead, fuel injection pressure is limited, the permissible burner
pressure drop is small and mixing lengths are curtailed to reduce the danger of flashback.
Furthermore, internal or external piloting is frequently employed to improve combustion
stability, while part-load operation often requires burner staging, where neighboring
burners operate with unequal fuel/air equivalence ratios. In this report, an extension of
the turbulent flame speed closure (TFC) model for highly turbulent premixed combustion
is presented, which allows application of the model to the case of inhomogeneously
premixed combustion. The extension is quite straightforward, i.e., the dependence of
model parameters on mixture fraction is accounted for by providing appropriate lookup
tables or functional relationships to the model. The model parameters determined in this
way are adiabatic flame temperature, laminar flame speed and critical gradient. The
model has been validated against a test case from the open literature and applied to an
externally piloted industrial gas turbine burner with good success.
@DOI: 10.1115/1.1394964#

Introduction
New market forces in the power generation business demand

low cost, robust power generation technologies capable of operat-
ing in a highly flexible manner while meeting ever-increasing en-
vironmental standards. For the gas turbine combustor designer,
these market forces pose a severe challenge: Lower emissions can
in principle be achieved by perfecting the lean-premixed combus-
tion technology, striving for nearly perfectly homogeneous fuel/air
mixtures at low adiabatic flame temperature. However, doing so
brings the combustion process at part load operation very soon
dangerously close to lean extinction or thermoacoustic combus-
tion instability. This ultimately limits part load operational flex-
ibility, unless complex staging or piloting schemes are adopted,
which in turn usually increase costs and NOx emissions while
threatening reliability, availability, and maintainability.

With these seemingly incompatible demands and design con-
straints, the need for higher accuracy in the prediction of flame
stability and part load behavior is evident.

Concerning flame stability, we note that frequentlyinteractions
between premixed burners, possibly operating at different fuel
equivalence ratios, determine the lean blow out limit. Alterna-
tively, interactions between premixed and diffusion type ‘‘pilot’’
burners are involved. Furthermore, flame extinction as well as
combustion instabilities are inherently instationary processes re-
quiring also instationary tools for their prediction. Given the geo-
metrical and fluid-dynamic complexities of typical gas turbine
burners and combustors, any tool for instationary phenomena
must be very efficient and exhibit robust convergence behavior if
it is to be used to address design questions.

In this work, we present an extension of the turbulent flame
speed closure~TFC! model~see@1,2# or @3#! which meets a few of
the challenges listed in the previous paragraph. The TFC model
describes highly turbulent, premixed combustion by solving only

one additional~compared to the nonreacting case! transport equa-
tion for a mean progress variablec. Closure for this transport
equation is achieved through a source term involving aturbulent
flame speed ST and the modulus of the gradient of the progress
variablec,

ẇc5ruSTu¹ c̃u. (1)

It was already noted by Zimont et al.@3# that the TFC model is
very robust and fast—both in terms of CPU time per iteration as
well as number of iterations required until convergence. Indeed,
Polifke et al.@4# have observed that the TFC formulation is sig-
nificantly more efficient than multistep reaction mechanisms with
turbulent and global-kinetic rate coefficients~see, e.g.,@5#!, let
alone models that require integration over multidimensional prob-
ability distribution functions~although remarkable speed-ups can
be achieved for the latter case when integration results are
tabulated!.

However, the original formulation of the model is limited to
perfectly premixed, adiabatic combustion, and the technological
challenges mentioned above cannot be addressed with this restric-
tion. Cokljat et al.@6# introduced a straightforward extension of
the TFC model, involving an additional transport equation for
sensible enthalpy with a source term proportional to the source
term ẇc in Eq. ~1! minus a correction for radiative or convective
heat losses downstream of the heat release zone.

The next step is the extension to the case of an inhomogeneous
fuel/air mixture and is explored in the present work. We note that
some of the physico-chemical parameters controlling the turbulent
flame speedST depend on the equivalence ratio of the fuel/air
mixture upstream of the flame front. By introducing a transport
equation for fuel mixture2 fraction f, we can solve for the progress
variablec with

ST5ST~ f !. (2)

Of course, in the definition of the progress variablec and in the
computation of densityr from c, one must take into account that

1To whom correspondence should be addressed.
Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-135. Manuscript received by IGTI Nov. 1999; final revi-
sion received by ASME Headquarters Feb. 2000. Associate Editor: D. R. Ballal.

2Throughout this paper, we use the mixture fractionf to describe the mixing of
fuel and oxidizer stream. It is helpful to remind oneself that one may think of the
mixture fraction as anunburntfuel mass fractionYu , i.e., the mixture fraction equals
the mass fraction of fuel that would be found if chemical reaction was absent.
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adiabatic flame temperature and correspondingly hot gas density
change with mixture fractionf.

Before discussing model details, we comment briefly on the
envisaged range of applications of the extended TFC model. The
combustion submodel is formulated in terms of first moments
only, i.e., we assume thatST( f )'ST( f̄ ). Higher order effects re-
sulting from small-scale temporal fluctuations of fuel concentra-
tion on the combustion process can therefore not be addressed
with this model. Such small-scale fluctuations are most likely
present in every industrial burner, and their effect might be im-
portant near the extinction limit, where the fluctuations in fuel
concentration can lead to local and momentary extinction of the
flame~presumably a very nonlinear phenomenon! and influencing
thereby also the ‘‘mean’’ flame stability. However, description of
such effects requires the introduction of the variance~or even
higher moments! of fuel mass fraction and more advanced mod-
eling concepts, and shall not be attempted here.

In this respect, the model presented here differs from other
models for imperfectly premixed combustion, see, e.g.,@7,8#. The
interested reader is also referred to a model developed for com-
bustion in SI engines by Kech et al.@9#, which exhibits some
interesting parallels as well as dissimilarities to our approach.

Typical applications of the extended TFC model could be

• layout of premixed burners with fuel enriched—but not nec-
essarily fuel-rich, i.e.,f.1—regions.

• study of burner-burner interactions, where burners are fired at
different equivalence ratios.

• investigation of combustion instabilities, where velocity and
pressure fluctuations introduce low-frequency and long-range
~compared to turbulent time and length scales! fuel inhomogene-
ities, which in turn control fluctuations in momentary heat release
rate.

In particular in regard to the last class of applications, the effi-
ciency and robustness of the TFC model are important. Note that
the model, although developed for combustion in the premixed
regime, also produces in our experience reasonable results for
highly turbulent, lifted diffusion flames, as demonstrated below.

Model Formulation
In the original formulation of the TFC model for turbulent re-

acting flows, the state of the combustible mixture of fuel and air is
described by a progress variablec, defined as a normalized mass
fraction of products such thatc50 in the unburnt mixture of
reactants whilec51 in the burnt gas. Using a standard modeling
approach for turbulent flows based on Reynolds and Favre aver-
ages, a transport equation forc is obtained:

]

]t
~ r̄ c̃!1

]

]xk
~ r̄ũkc̃!5

]

]xk
S r̄

n t

Scc

] c̃

]xk
D1ẇc. (3)

which is closed by introducing the following expression for the
source termẇc of the progress variable:

ẇc5ruSTu¹ c̃u. (4)

The turbulent flame speedST is the velocity with which the tur-
bulent flame brush moves in the flame surface normal direction
towards the reactants. Zimont and Lipatnikov@1# have proposed
the following expression for the turbulent flame speed:

ST5AGu83/4SL
1/2xu

21/4l T
1/4. (5)

This expression is argued to be valid in the regime of thickened
turbulent flames where Ret

3/4@Da3/2@1. For the model constantA,
the valueA50.52 is suggested in the case of hydrocarbon fuels
~@1,2#!. The so-calledstretch factor Gis introduced to model the
reduction in turbulent flame velocity at high turbulent intensities
u8/ū, which is believed to be due to the quenching of the flame by
small-scale fluid dynamic strain or stretching.G is modeled to
depend on acritical stretch rate gcr in the following way:

G5
1

2
erfcH 2A 1

2s S ln
15ngcr

2

«̃
1

s

2 D J . (6)

In this formulation, the local value of turbulent dissipation«̃ is set
in relation to the critical stretch rate by using dimensional argu-
ments: If «̃!15ngcr

2 , the value ofG is very close to unity and
flame stretch does not influence the flame speed. However, if«̃
rises to values above 15ngcr

2 , thenG→0, the source term of the
c-transport equation vanishes and the flame extinguishes. The
TFC model is made complete by introducing a coupling between
reaction progress and fluid dynamics via density:

r5
ruTu

~12 c̃!Tu1 c̃Tb
, (7)

where the ideal gas law has been used, assuming constant pressure
and constant mean molecular weight.

The above equations summarize the original TFC model, ap-
propriate for perfectly premixed, adiabatic combustion at high tur-
bulent Reynolds numbers. Cokljat et al.@6# proposed an alterna-
tive formulation to allow for nonadiabatic effects by adding a
transport equation for sensible enthalpyh to the model. Heat gen-
eration due to combustion and radiative or convective heat losses
are now represented as sourcesẇh of the transport equation of
sensible enthalpy. For the combustion term, we recall that the
progress variablec is defined as the normalized product mass
fraction. Therefore multiplying the source term forc with the heat
of combustionDH and the fuel mixture fractionf gives the re-
quired source for sensible enthalpy:

ẇh5ruSTu¹cuDH f . (8)

Note that this formulation is only valid for lean combustionf,1.
For fuel rich conditions, oxygen is scarce and not all the fuel can
be converted into products and heat. This requires that a corre-
sponding correction be inserted into the above equation.

Of course, the temperature rise is in this case no longer propor-
tional to c, but is obtained from the thermodynamic relation

h~T!5href1E
Tref

T

cp~T8!dT8. (9)

Similarly, the densityr is no longer explicitly coupled to the
progress variablec ~see Eq.~7!! but instead must be obtained from
the equation of state. In a multicomponent system, the mixture
specific heat capacitycp is the mass fraction weighted sum over
species heat capacities. Ignoring intermediate species, the mixture
composition can in principle be determined from the reactants and
products composition and the progress variable. However, often
an overall fit forcp as a polynomial in temperatureT with fit data
taken from, say, a laminar flame computation, is sufficiently pre-
cise.

Note that the nonadiabatic TFC model as proposed by Cokljat
et al. @6# is not applicable to situations where significant heat
losses occur upstream of or within the heat release zone, for ex-
ample when a flame touches a cold wall. In this case, heat losses
would reduce temperature and significantly influence the chemical
kinetics, i.e., reduce the rate of reaction progress, and such an
effect could not be reproduced with the nonadiabatic formulation
by Cokljat et al. @6#. In this sense, only weakly nonadiabatic
flames can be modeled.

Consider now the case of inhomogeneously premixed combus-
tion, where the mixture fractionf 5 f (x) is no longer constant, but
varies with positionx. Examining the TFC model, we note that
among the physico-chemical parameters which control the turbu-
lent flame speedST , only two depend significantly on the mixture
fraction f, i.e., the laminar flame speedSL and the critical velocity
gradientgcr . The densityru and the thermal diffusivityxu of the
reactant mixture also depend on mixture fraction. However, at
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least for flammable mixtures of hydrocarbon fuels and air, the
influence is small and neglected in this work. Besides the turbu-
lent flame front velocityST , the coupling between reaction
progressc and temperatureT or specific enthalpyh also changes
with equivalence ratio.

In the following, we discuss the various possibilities to describe
the dependence of the model parameters on mixture fraction.

Laminar Flame Speed. The computation of the laminar
flame speedSL with detailed chemical mechanisms for hydrocar-
bon fuels up to C3H8 is nowadays a standard exercise for which a
number of tools are available, e.g., Rogg@10#.

For given operating pressurep and preheat temperatureTu , the
flame speedSL can easily be determined for a range of equiva-
lence ratiosf i , i 51, . . .N. For an equivalence ratiof, f i,f
,f i 11 , simple linear interpolation betweenSL(f i) and
SL(f i 11) may be considered sufficiently precise for the present
needs.

Alternatively, computational results may be fitted to a function
SL(f,p,Tu , . . . ). This has been done by Go¨ttgens et al.@11# and
Müller et al. @12#, using a functional form

SL5F f u
m

Tu

T0 S Tb2T0

Tb2Tu
D n

e2G/T0, (10)

obtained from asymptotic analysis of methane-air flames. The in-
ner layer temperatureT0 and the adiabatic flame temperatureTb
are obtained from relations

T05
E

lnp
B (11)

and

Tb5aTu1b1cf1df21ef3, 0.2<f<1. (12)

Values for the fit parametersB, E, F, G, n, a, b, c, d, ande for
various fuels are given by Mu¨ller et al. @12#.

Critical Velocity Gradient. Zimont et al. @3# have already
commented that the critical velocity gradientgcr cannot be deter-
mined directly from laminar flame computations or asymptotic
analysis. Instead, it was recommended to look upongcr as a tun-
ing parameter, chosen for a given configuration to assure optimum
agreement between experiment and computation for a relevant set
of validation cases. However, for the present purpose, a more
systematic way to express the dependence of the critical velocity
gradient on the local equivalence ratio is required.

Using the code by Rogg@10# to compute stretched laminar
flames, the following strategy has been explored: For given pres-
surep and preheat temperatureTu , a series of computations with
increasing strain is carried out until extinction occurs. If required,
additional runs can be carried out to determine the extinction
strain rateax more accurately with a root-finding algorithm, e.g.,
the bisection method.

However, the event of ‘‘extinction’’ is not for all relevant flame
configurations as easily defined or identified as one may think. In
the case of the symmetricalback-to-backconfiguration~‘‘b2b’’ !,
where opposing streams of fresh reactants flow towards a central
reaction zone, extinction can clearly be identified by tracing the
temperature maximumTmax in the computational domain as strain
increases: As the extinction strain rateax is approached,Tmax
decreases very rapidly towards the preheat temperatureTu . How-
ever, from fluid dynamic considerations we argue that the asym-
metrical fresh-to-burnt configuration ~‘‘f2b’’ !, where opposing
streams of fresh reactants and hot products face each other, should
be more frequently encountered in a turbulent flow where turbu-
lent eddies distort and strain a flame front. Now, in the f2b con-
figuration, the maximum of temperatureTmax cannot be used to
indicate extinction events, as it is always located at the ‘‘burnt’’
boundary of the computational domain, and it is always equal to
the adiabatic flame temperature. Instead, we have selected the OH
radical as an indicator for extinction or quenching by strain. In a
freely propagating or mildly strained hydrocarbon flame, the in-
termediate species OH occurs as a by-product of fuel-breakdown
reactions and is eventually converted to stable products in the
downstream part of the reaction zone. At intermediate tempera-
tures OH concentration profiles display a prominent peak several
orders of magnitude above chemical equilibrium. This peak dis-
appears rather suddenly with increasing strain~see, e.g., Fig. 1!,
indicating that chemical reactions cease, as the extinction strain
rateax is approached. Note that the OH radical is also frequently
used in experimental work to identify reaction zones in hydrocar-
bon flames. See, e.g., the work of Dinkelacker et al.@13# where
the structure of highly turbulent, strongly strained turbulent pre-
mix flames was studied.

Working through this procedure for an f2b flame at pressure
p51 bar and preheat temperatureTu5630 K, we find that for the
equivalence ratiof50.55 the extinction strain rateax matches
nicely the critical gradientgcr58000 s21, which was found to
produce good agreement with validation experiments at the same
equivalence ratio~@3#!. We propose therefore that strained laminar
flame computations in the f2b configuration provide directly an

Fig. 1 Influence of strain rate on OH mass fraction in a strained f2b flame
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estimate for the critical velocity gradient. When using the b2b
model, the extinction strain rateax has to be scaled by a factor of
approximately 2.5 to match the results of the validation study.
Once the extinction strain rates from the b2b computations are
scaled by this factor, they almost match the results from the asym-
metrical f2b configuration. These findings are summarized in Fig.
2.

Using dimensional arguments, Zimont@14# has proposed the
following expression for the critical velocity gradient:

gcr;
SL

2

x
. (13)

Accurate estimates for the laminar flame speedSL can be obtained
with the methods discussed in the previous section. For the ther-
mal diffusivity x5l/rcp , we argue that diffusive heat losses near
the adiabatic flame temperature are relevant for extinction pro-
cesses and therefore usex(Tad) in the above relation. The esti-
mates forgcr obtained from this relation are also shown in Fig. 2,
where the proportionality factor in~13! was set to the value 8.4.

More validation studies of turbulent flames at various operating
conditions~some of them possibly close to extinction! are needed
before definite judgement can be passed on the various methods of
estimating the critical velocity gradient presented here.

Density and Temperature Versus Reaction Progress.For
constant pressure combustion and neglecting changes in the mean
molecular weightWM of the reacting gas mixture due to changes
in chemical composition, densityr and temperatureT are in-
versely proportional to each other even in the case of variable fuel
concentration:

rT5
pWM

R
, (14)

whereR is the universal gas constant. However, the relation be-
tween reaction progressc and density and temperature is more
complicated when fuel inhomogeneities are present. The essential
difficulty lies with the concept of a progress variablec defined as
a normalizedproduct mass fraction. For the case of variable fuel
concentration, the question is how to properly choose the normal-
ization constant. If the global maximum of product mass fraction
was chosen as normalization factor, then reaction should cease at
values ofc less than unity—clearly at odds with the concept of a
progress variable, and difficult to implement with a gradient-based

source term as in~4!. We therefore definec as the local products
mass fraction normalized with the products mass fraction that
would result if all the fuel and oxidizer at the present location
would be converted to products as completely as stoichiometry
allows. This is almost3 equivalent to a definition based on local
adiabatic flame temperature:

c5
T2Tu

Tb~ f !2Tu
, (15)

and this formulation has been used in the present work.
If this convention is adopted, mixture fraction gradients cannot

result in spurious changes in the value ofc, and pure mixing
processes~i.e., mixing without reaction far upstream or down-
stream of the flame brush! are represented thermodynamically
consistent. More than this, even the diffusive burning mode along
the stoichiometric line of a so-calledtriple flame~see@8#! can be
represented with this formulation without the need for an extra
source term fordiffusion mode burning. Combustion along the
stoichiometric line is~rate! controlled by the diffusion of oxygen
from the lean side and fuel from the rich side towards each other.
This mixing process is represented by the transport equation for
the mixture fraction. As soon as fuel and oxidizer come into con-
tact, the heat of reaction is released. The corresponding increase in
temperature is reproduced by the model provided that the adia-
batic flame temperatureTb is linked directly to the local mixture
fraction ~see below!. The result of a simple example computation,
which illustrates this effect, is shown in Fig. 3. Here co-flowing
streams of combustion products (c51) enter the computational
domain on the left side. The upper and lower streams are fuel-rich
and fuel-lean, respectively. As expected, the model reproduces a
zone of high temperatures near the centerline, which broadens in
the downstream direction, matching the mixing of fuel and oxi-
dizer across the stoichiometric line~not shown!.

The adiabatic flame temperatureTb( f ) or equivalentlyTb(f)
can be determined from chemical equilibrium computations
~@15#!. Alternatively, the approximate expression~12! may be
used, which is applicable for the rangeTu5300– 750 K, p
51 – 30 bar and 0.2,f,1. For sufficiently lean conditions (Tb
,2000 K) effects of dissociation can be neglected with reason-
able accuracy. Then the simple relation

3There is no exact equivalence because the mixture specific heatcp depends
slightly on temperature.

Fig. 2 Critical gradients and extinction strain rates for lean premixed com-
bustion at pÄ1 bar, TuÄ630 K; value of g cr recommended by CFD valida-
tion study „s…. Extinction strain rate ax of f2b flame „L…, and b2b flame „Ã
unscaled, ¿ unscaled …; Eq. „13… „¯….
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Tb5Tu1DTf (16)

holds, whereDT5DH/cp , neglecting changes in specific heatcp
with temperature.

For the nonadiabatic case, the source term~8! for the enthalpy
equation can be used in the same form as the adiabatic case. Note,
however, that the diffusive branch of a triple flame cannot be
computed with the extension of the TFC model for the nonadia-
batic case presented above, Eqs.~8! and ~9!, because with this
formulation, production of sensible enthalpywh will not occur
when fuel and oxygen-containing products~both withc51!! mix
across the stoichiometric line.

Model Validation
The implementation of the extended TFC model in a standard

CFD code is fairly straightforward, as the equations for the reac-
tion progressc and the fuel mass fraction or mixture fractionf are
both in standard form. Look-up tables or simple correlations are
used to obtain the model parameters~that depend on the fuel mass
fraction only! to compute the reaction source~1!. The standard
finite volume CFD solver is based on the SIMPLE pressure-
correction scheme; the QUICK discretization has been used for
the convective fluxes of all flow and scalar~turbulent quantities,
progress variable, sensible enthalpy! variables; the discretization
of the pressure in the pressure correction step is second-order
accurate.

To test and validate the implementation we selected a 300 kW
industrial burner that has been studied experimentally at the
Burner Engineering Research Laboratory~BERL!, see Sayre et al.
@16#. This configuration has also been investigated numerically
using a Magnussen finite-rate reaction model~Fluent Validation
Manual@17#! so that we can compare both with experimental data
and a conceptually different combustion model. The flow consid-
ered is an unstaged natural gas flame in a swirl-stabilized burner.
The burner consists of 24 radial methane nozzles around a bluff
center body; a swirl generator imparts swirl onto the co-flowing
air that enters the combustor through an annular inlet tube into
which the methane is injected before the air enters the furnace. A
sketch of the combustor geometry is given in Fig. 4. The furnace

is of octagonal cross section with refractory-lined walls and has a
conical furnace hood and a cylindrical exhaust duct.

The numerical setup of the combustor has been adopted from
the Magnussen finite rate simulation~Fluent Validation Manual
@17#!. Here, the configuration is modeled by assuming two-
dimensional axisymmetry~where appropriate area rescalings are
made!; the cooled combustor walls are described by a given tem-
perature distribution and the swirling air inflow is specified by
velocity inlet profiles. The computational grid is a hexagonal
body-fitted nonorthogonal grid with 1003183 nodes in the radial
and axial directions with grid refinement near the axis and in the
vicinity of the gas injection. Turbulence is modeled with the stan-
dardk–« model. Additionally, the effect of radiation is taken into
account via the P1 radiation model. Both air and methane enter
the combustor at a preheat temperature of 312 K and atmospheric
pressure, and the burner operates at a nominal air excess ratio of
l51/f51.1 with a mean air flow rate of 0.119 kg s21.

The TFC model parameters for this case were obtained as fol-
lows. The adiabatic flame temperature for a range of air excess
ratios ~0.8,l,1.5! was found from a simple energy balance
where a correction due to dissociation at high temperatures has
been included. Because this validation case includes nonadiabatic
walls as well as radiation, the coupling of reaction progress and
fluid density is done via the enthalpy equation~see discussion
above!. Accordingly, a 6th-order polynomial of the specific heat
coefficient cp(T) was used where the coefficients were fitted
based on the appropriate adiabatic flame temperatures. The lami-
nar flame speed was computed from one-dimensional detailed
chemistry forl in the rangel50.8 to 1.5 in intervals ofDl50.1;
from these, discrete values of the critical strain rategcr were ob-
tained from Zimont’s dimensional argumentgcr5CSL

2/x where
C58.4. Linear interpolation between these tabulated values was
used to obtain laminar flame speeds and critical strain rates for
intermediate values ofl.

In Figs. 5 and 6 we present the axial velocity and static tem-
perature profiles in the radial direction for three different down-
stream positions. In general, the agreement for the axial velocity
profiles is satisfactory for both the extended TFC model and the

Fig. 3 Temperature distribution of diffusive burning along the
stoichiometric line. Two coflowing streams of combustion
products „cÄ1… enter the domain from the left in fuel-rich and
fuel-lean conditions, while the adiabatic formulation of the ex-
tended TFC model correctly predicts additional heat release
along the stoichiometric line „a… no such behavior is captured
by the nonadiabatic formulation „b….

Fig. 4 Sketch of the BERL 300 kW combustor

Fig. 5 Axial velocity profiles of the BERL combustor at three
downstream positions
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Magnussen finite-rate model. In the vicinity of the burner exit
(x50.027 m) both models have the tendency to overpredict the
recirculation velocity near the axis whereas very good agreement
with the experiment is found for the TFC model for larger values
of r. Further downstream, both models scatter around the experi-
mental data with some degree of inaccuracy and where the TFC
model first is somewhat more diffusive than Magnussen and un-
derpredicts axial velocity peaks (x50.109 m), it then again fol-
lows more closely the experimental trends (x50.343 m). Tem-
perature profiles are shown in Fig. 6 for the same axial positions.
At x50.027 m the temperature from experiment peaks at approxi-
mately 1900 K within the inner recirculation zone around which
the methane-rich flame~l,1! is stabilized; outside this zone the
temperature drops sharply to around 550 K before it raises again
to approximately 1350 K in the outer recirculation zone where a
lean flame~l.1! is observed. This trend is found from both com-
bustion models with the TFC model performing slightly better in
the inner recirculation zone. Atx50.109 m the simulations
wrongly predict a temperature drop outside the inner recirculation
whereas the experiment already shows a smooth and monotonic
transition between the outer and inner regions. Atx50.343 m the
TFC model follows this trend of a smooth transition while the
Magnussen computation still displays very large deviations from

the experiment and a significant temperature drop atr 50.1 m.
Both models underestimate the temperatures in the outer region
(r .0.2 m) by about 200 K. We have no explanation for this dis-
crepancy other than the errors introduced by the choice of our
boundary conditions and additional deficiencies in the radiation
model. To summarize: in this preliminary two-dimensional vali-
dation study, the extended TFC model produced significantly bet-
ter agreement with experimental data than the popular Magnussen
formulation. It is remarkable that such improved accuracy was
achieved with significantly reduced computational cost and with-
out any ‘‘tuning’’ of model parameters.

Application to Gas Turbine Burners
Applications of the original TFC model to gas turbine combus-

tion that have been reported previously have focused on ABB’s
double cone burner at atmospheric pressure and assuming per-
fectly premixed conditions, and results have been successfully
validated against detailed experimental data~@4#!. In the present
paper, we investigate a similar~but further developed! premix
burner configuration at two different operating conditions~see
Fig. 7!. The first operating point is also fully premixed, however,
at typical base load conditions of a gas turbine. As it turns out, the
critical strain rate can be notoriously difficult to estimate if de-
tailed chemistry results are not at hand. In fact, Zimont’s simple
dimensional argument~13! appears to be not appropriate for the
high pressures at base load conditions, as we demonstrate in this
test case. The second case selected includes local unmixedness of
the fuel before the flame front. The chosen operating point is close
to lean extinction where small streams of gas enter the combustor
unmixed in order to stabilize the premixed flame, and we explore
whether the extended TFC model is able to reproduce this stabi-
lizing effect.

The burner that is modeled here comprises a swirl generator
which is based on four sections of a cone that are shifted with
respect to each other in the radial direction such that inlet slits of
constant width are formed. A strong swirling component is im-
parted to the air entering the burner through the slits where also
the gaseous fuel is injected through small holes along the slits.
The swirler is followed by a tube of constant cross-section where
fuel and air become well mixed. The degree of swirl is chosen
such that a vortex-breakdown forms at the end of this tube where
the flow enters the combustor. Additional pilot fuel injectors are
distributed around the circular burner exit and may be used to
stabilize the flame. The preheated (T5760 K) and compressed
(p520 bar) air enters the burner plenum with a nominal mass
flow of 3 kg s21 in both cases and natural gas is injected at an air
excess ratio ofl52.14 andl52.5, respectively.

The geometry of the burner, the combustor and the upstream
burner plenum have been modeled by an unstructured hybrid
mesh of approximately 550,000 cells; tetrahedral cells have been
used in regions of complex geometry, i.e., the swirl-generator with
the upstream plenum and the near region of the pilot injectors at
the burner front panel; hexahedral cells could be used in the mix-
ing section and the circular combustor; and pyramids were used at
the conformal interfaces between the two other cell types. This
modeling allowed both, an efficient grid generation where even
minute details such as pilot fuel holes could be resolved, as well
as the use of a higher-order discretization scheme~QUICK! for
the finite volume solver, in combination with a Reynolds stress
turbulence model that is known to be superior to the standardk–«
model for highly swirling flows.

The TFC model parameters for the simulations are given as
follows. The adiabatic flame temperature was found, as in the
validation case above, from a simple energy balance for various
air excess ratios in the rangel51 to 3. It was observed that these
values could be very well approximated by a simple functional of
the form Tad52519.7l20.4716. For example, we findTad
51760 K forl52.14 andTad51630 K forl52.5. Laminar flame
speeds based on detailed chemistry were computed for excess air
ratios in the rangel51.6 to 2.2. These values are very well ap-

Fig. 6 Static temperature profiles of the BERL combustor at
three downstream positions

Fig. 7 Sketch of the ABB gas turbine burner
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proximated by a functional of the formSL55.3294
exp(21.5721l), which results in reasonable values forSL for
l.1; in particular,SL50.2 m s21 for l52.14 and, by extrapola-
tion, SL50.1 m s21 for l52.5. It should be stressed that there is
no deeper reason behind our choice of the functionals forTad and
SL and they are used for convenience only. Detailed chemistry
was used to determine the critical strain rategcr based on the OH
criterium ~see discussion above!. However, in this way only val-
ues in the rangel50.8 to 1.8 could be found because for higher
values ofl no clear peak in OH emerged. Comparing the critical
strain rates in this range ofl for p51 bar andp520 bar, it was
observed that critical straining at 20 bar is approximately 10–12
times higher than at 1 bar, which implies by extrapolationgcr

'44000253000 s21 for l52.14. By contrast, the dimensional
argument of Zimont~13! results forl52.14 in gcr513000 s21

only ~using the proportionality factor 8.4 that was found from
atmospheric data!!. As a consequence, we had to resort to our
simulations to decide upon the most realistic estimate forgcr . The
simulations supported the higher values ofgcr and we used there-
fore gcr544000 s21 to fit a functional of the formgcr52.0133
3106 exp(21.7809l) which is valid for l.1.2 and which we
used to extrapolate the critical strain forl.2.14.

Results for base load conditions are presented in Figs. 8 and 9.
Figure 8 shows axial velocity contours for base load conditions,
and we compare our results from the TFC model with the standard
Magnussen finite rate model where a two-step reaction mecha-
nism with optimized rate coefficients~@5#! has been used. The plot
displays a strong axial jetting in the mixing tube and the vortex
breakdown occurring shortly after the expansion into the combus-

tor; no significant differences in the velocity field were observed
between the two combustion models. By contrast, noticeable dif-
ferences in the flame front position are evident from Fig. 9 and, as
a consequence of the further downstream located flame front, the
temperature in the outer recirculation zone is approximately 600
K lower for the TFC model. The position of the flame front is
directly linked to the choice of the model constantgcr , and a
lower value ofgcr leads to a positioning of the flame front at a
location further downstream. In fact,gcr513000 s21 ~as obtained
from ~13!! leads to a complete loss of the reaction zone. Even
gcr545000 s21 appears to be rather at the lower limit of appro-
priate values and with some fine tuning one may easily reach very
good agreement with the reference computation, which is, how-
ever, not the purpose of this study.

In Fig. 10, we present results from simulations atl52.5. It is
known from experiments that under these conditions the flame is
close to lean extinction and a small fraction of the fuel is therefore
injected through pilot nozzles at the burner exit in order to stabi-
lize the flame. The lower half of the figure shows the fully pre-
mixed simulation with no pilot injection. The flame front appears
at the expected location; however, the reaction progress is not
completed within the combustor. In fact, no significant reaction at
all is observed in the outer recirculation (c50.1), and a maximum
of c50.7 is reached at the combustor exit. By contrast, in a simu-
lation where 10 percent of the fuel is injected through the pilot
nozzles~upper half of Fig. 10! the flame is well stabilized at the
outer recirculation (c51) and also the reaction progress in the
inner recirculation is increased toc50.9. Given the present un-
certainties in the model parametergcr , it is remarkable how well
the simulations reflect qualitatively the experimental findings near
lean blow-off.

It may be added that the model is computationally robust and
very efficient, especially when compared with other combustion
models. For example, when comparing the extended TFC model
with Magnussen we found that the simulations of the gas turbine
combustor are more than four times faster using the extended TFC
model: each time step4 takes about half the time it takes for Mag-
nussen, and additionally only 1500 iterations instead of 3500 are
needed until full convergence is reached.

Summary and Outlook
A model for premixed turbulent combustion, based on a turbu-

lent flame speed closure~TFC!, has been extended to inhomoge-
neously premixed case. It has been validated against experimental
data, the agreement with the reference data was satisfactory and,
in particular, the model performed better than the standard Mag-

4On a SGI octane workstation~single processor R10000, 250MHz! one time step
of a TFC computation with 550,000 cells takes about two minutes.

Fig. 8 Axial velocity contours for lÄ2.14; „a… TFC model; „b…
Magnussen finite rate model

Fig. 9 Temperature contours for lÄ2.14; „a… TFC model; „b…
Magnussen finite rate model

Fig. 10 Reaction progress for lÄ2.5; „a… with pilot fuel injec-
tion; „b… without pilot fuel injection
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nussen finite rate model. An example from a gas turbine combus-
tor demonstrated its ability to reproduce qualitative features of the
reactive flow, even near the lean extinction limit.

The various possibilities for obtaining the model parameters—
adiabatic flame temperature, laminar flame speed, and critical
strain rate—have been discussed. We stress that the expressions
for the model parameters are semi-empirical and not generally
applicable. Damko¨hler was perhaps the first to suggest that de-
pending on the ratio of turbulent to chemical time scales, funda-
mentally different combustion regimes and turbulent flame speeds
should be expected. These ideas have been refined in recent years,
and it has become clear that ‘‘one-for-all’’ combustion models can
achieve only very limited agreement—in fact, often qualitative
disagreement—with experiment, because ‘‘universal’’ models do
not take into account the existence of the different regimes of
combustion. Therefore, a trade-off has to be expected between
accuracy and generality, and the TFC model clearly is an attempt
to achieve better agreement with experiment even if it means that
model parameters must be adjusted to operating conditions. It is
important, however, that the model parameters are not simply
‘‘tuned’’ to give best agreement with validation experiments. In-
stead, prescriptions based on physico-chemical reasoning are pro-
vided to derive model parameters from first principles or at least
from chemical-kinetic model systems with detailed chemical
mechanisms.

Of these model parameters, reliable estimates of the critical
strain can be difficult to obtain if no reference data or results from
detailed chemistry calculations are at hand. In particular, it was
shown that Zimont’s dimensional argument~13! does not take into
account the effect of pressure appropriately. Further investigations
of the critical strain, perhaps also experimentally, are needed to
gain confidence in numerical values of this parameter for a broad
range of operating conditions.
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Implementation and Validation of
a New Soot Model and
Application to Aeroengine
Combustors
The modeling of soot formation and oxidation under industrially relevant conditions has
made significant progress in recent years. Simplified models introducing a small number
of transport equations into a CFD code have been used with some success in research
configurations simulating a reciprocating diesel engine. Soot formation and oxidation in
the turbulent flow is calculated on the basis of a laminar flamelet library model. The gas
phase reactions are modeled with a detailed mechanism for the combustion of heptane
containing 89 species and 855 reactions developed by Frenklach and Warnatz and revised
by Mauss. The soot model is divided into gas phase reactions, the growth of polycyclic
aromatic hydrocarbons (PAH) and the processes of particle inception, heterogeneous
surface growth, oxidation, and condensation. The first two are modeled within the laminar
flamelet chemistry, while the soot model deals with the soot particle processes. The time
scales of soot formation are assumed to be much larger than the turbulent time scales.
Therefore rates of soot formation are tabulated in the flamelet libraries rather than the
soot volume fraction itself. The different rates of soot formation, e.g., particle inception,
surface growth, fragmentation, and oxidation, computed on the basis of a detailed soot
model, are calculated in the mixture fraction/scalar dissipation rate space and further
simplified by fitting them to simple analytical functions. A transport equation for the mean
soot mass fraction is solved in the CFD code. The mean rate in this transport equation is
closed with the help of presumed probability density functions for the mixture fraction and
the scalar dissipation rate. Heat loss due to radiation can be taken into account by
including a heat loss parameter in the flamelet calculations describing the change of
enthalpy due to radiation, but was not used for the results reported here. The soot model
was integrated into an existing commercial CFD code as a post-processing module to
existing combustion CFD flow fields and is very robust with high convergence rates. The
model is validated with laboratory flame data and using a realistic three-dimensional
BMW Rolls-Royce combustor configuration, where test data at high pressure are avail-
able. Good agreement between experiment and simulation is achieved for laboratory
flames, whereas soot is overpredicted for the aeroengine combustor configuration by 1–2
orders of magnitude.@DOI: 10.1115/1.1377596#

1 Introduction
Modern aeroengines have to satisfy very low emissions require-

ments. The optimization of the combustors of these engines is
therefore an integral and difficult part of the development of the
engines.

Due to ever increasing demands for reduction of development
time and cost, there is growing focus on the prediction of the
performance characteristics of engine components by analytical
tools. Combustion CFD increasingly is used in the combustor de-
velopment and optimization process to predict the temperature
field, the exit traverse, and gaseous emissions. In particular, the
emissions of NOx at high power, which are dominated by the
Zeldovich process, can be predicted well if the temperature field is
reproduced correctly.

The prediction of soot emissions has been notoriously difficult
since up to 99.9 percent of the soot that is formed in the combus-

tion chamber is oxidized before it is finally emitted. Hence a ten
percent error in soot formation may cause a large error in the
exhaust concentration. In addition, the growth rate of soot de-
pends on the soot volume fraction itself. Since the whole system is
highly nonlinear, small errors made by calculating the early phase
of soot formation may result in huge errors in later phases of soot
particle growth and oxidation. The accuracy of the soot model has
thus to be much higher than the accuracy of any other chemistry
model. In the past, well-validated models for soot generation and
consumption were not available, so that soot reduction mainly had
to rely on correlations, experience, and a trial-and-error approach.

In recent years new soot models based on an improved under-
standing of the details of soot chemistry have been developed.
These models have been successfully validated with several dif-
ferent laboratory flames at a variety of pressures and have also
been successfully applied to soot prediction in reciprocating en-
gines. Therefore there is now hope that these models can also be
applied to predict the soot inside an aeroengine combustor locally,
thus providing a means of focussing the effort to reduce soot
emissions and thus save time and money.

This paper describes the application of a recently developed
soot model to an aeroengine combustor configuration. The first
section of the paper gives an overview of the soot modeling tech-
nique, and shows the validation using a laboratory jet flame using

1Now at the University of the German Armed Forces, Thermodynamics Institute,
Werner-Heisenberg-Weg 39, D-85577 Neubiberg, Germany.
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ethylene as fuel. The next section describes the fitting procedure
of the various quantities contained in the soot source term and the
implementation into a commercial CFD code~CFD-ACE!. The
last section shows results from the application to a three-
dimensional staged combustor configuration and draws some con-
clusions.

2 Soot and Chemistry Modeling
The description of the different processes occurring in the gas

phase and on the surface of the soot particles is based on detailed
chemical and physical models.

The soot model can be subdivided into three different parts~see
Fig. 1!. Chemical reactions in the gas phase leading to the first
small polycyclic aromatic hydrocarbons~PAH!, the growth of the
PAHs, and the different processes involving soot particles like
particle inception, surface growth, fragmentation, and oxidation.
The different modeling approaches that are applied will be de-
scribed briefly in the following. A more detailed description can
be found in@1,2#.

2.1 Modeling of the Gas-Phase Chemistry and PAH
Growth. The chemical reactions in the gas phase are described
by a detailed reaction mechanism for the combustion of n-heptane
containing 89 species and 855 reactions. The mechanism was
originally developed by Chevalier et al.@3# and has been modified
with recent kinetic data~@4#!. Its performance has extensively
been tested in fuel rich premixed and counterflow flames~@1#!.

The mechanism contains two pathways to benzene and de-
scribes the formation of the first small PAH, a species containing
18 carbon atoms. This species defines the interface between the
gas phase mechanism and the further growth of the PAHs.

This molecule grows in a repeating cycle of H-radical abstrac-
tion and addition of acetylene. After the addition of two acetylene
molecules a ring closure takes place and a new six-membered
aromatic ring is added. This process is repeated forming large
PAHs that can coagulate and form the first soot particles~see Fig.
1!.

The growth of the PAHs is modeled as a fast polymerization
process with the assumption that the PAH reactions are fast or in
other words that the formation of soot from the PAH is fast. The
different PAH molecules can thus be assumed to be in steady state
resulting in a system of algebraic equations for the concentrations
of the PAHs.

2.2 Soot Modeling. The soot model is based on a detailed
description of the different physical and chemical processes in-
volved in the formation, growth, and oxidation of soot. Coagula-
tion of two PAHs leads to the formation of the first soot particles.
These particles can grow further by heterogeneous reactions of

gas phase species with radical sites on the surface of the soot
particles. This growth process takes place in a similar manner as
the growth of the PAHs.

First, a hydrogen radical is abstracted from the soot surface
followed by an addition of C2H2 ~HACA-mechanism, hydrogen-
abstraction-acetylene-addition~@20#!!. This process is assumed to
be reversible and can lead to a fragmentation of acetylene from
the soot surface at high temperatures~@1,15#!. The soot particles
can also grow due to condensation of PAH molecules onto the
soot surface. The particles are oxidized by heterogeneous surface
reactions of molecular oxygen and hydroxyl radicals.

Detailed chemical reaction schemes are used for all heteroge-
neous surface reactions. The coagulation processes are described
by the Smoluchowski equation~@5#! in the formulation for the free
molecular regime.

The aim in modeling soot formation is generally to obtain the
size distribution function of the soot particles~PSDF!. Since solv-
ing the PSDF would be too time-consuming the method of mo-
ments introduced by Frenklach~@6,7#! is applied.

The method is based on the fact that solving an infinite number
of moments is equivalent to solving the PSDF itself and the as-
sumption that the consideration of just some moments is sufficient
to obtain good results in most applications. The moments of the
PDSF are given by

sMr5(
i 51

`

i rNi ; r 50,1, . . . ,̀ . (1)

Important features like the number density and the soot volume
fraction can be extracted from these moments.

3 Coupling to the Flow Field
The soot model described above can be applied to simple one-

dimensional laminar flame calculations. For the use in turbulent
multidimensional reactive flows a modeling approach is needed to
couple the soot model to the turbulent flow field. The laminar
flamelet approach developed by Peters@8# is applied in this study
and described briefly in the following.

3.1 The Flamelet Model. The basic idea of the flamelet ap-
proach is to decouple the chemical reactions from the turbulent
flow field based on an analysis of the corresponding time scales. A
coupling function, the mixture fraction, is introduced and it can be
shown that under the assumption that the chemical reactions are
fast compared to the turbulent time scales and occur in a thin
reaction zone all species mass fraction are solely a function of this
coupling function and the scalar dissipation ratex.

The turbulent flame can thus be regarded as an ensemble of
laminar flamelets. The strain that the flow field introduces to the
laminar flamelets is described by the scalar dissipation ratex. A
one-dimensional transport equation for the temperature and the
species mass fraction is solved a priori to the flow field calcula-
tions. The stationary flamelet equations for temperature and spe-
cies mass fractions by assuming equal diffusivities and Le
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hiẇi1q̇R (2)

r
x

2

]2Yi

]Z2 52ẇi (3)
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The resulting mass fractions and temperature can be stored in
the mixture fraction/scalar dissipation rate space into so-called
flamelet libraries. Transport equations for the mean and the vari-
ance of the mixture fractionZ are solved in the flow field and used
to obtain the shape of presumed pdfs of mixture fraction and

Fig. 1 Schematic representation of the soot model
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scalar dissipation rate. The mean mass fractions and temperature
can then be obtained with the help of the pdfs and the flamelet
libraries. No transport equations for the species mass fractions
have to be solved in the CFD code. This approach is called flame-
let library approach.

Since soot formation is assumed to occur at time scales that are
much larger than the turbulent time scales of the flow field the
classical flamelet library approach as described above is not valid
for the calculation of soot formation. Therefore a transport equa-
tion for soot mass fractionYs has to be solved in the flow field
~see Fig. 2! and the rates of soot formation are precalculated in the
flamelet calculations and stored in the flamelet libraries. The rate
of soot formation is divided into the rates of particle inception,
surface growth, fragmentation, and oxidation. The rates of surface
growth, fragmentation, and oxidation are normalized with the soot
volume fraction to account approximately for their surface depen-
dence.

As in the classical flamelet model a transport equation for the
mean and the variance of the mixture fraction is solved in the flow
field and the mean source terms are obtained from averaging the
instantaneous source terms from the flamelet library with the help
of presumed pdfs for mixture fraction and scalar dissipation rate.
The beta-function was used to model the pdf of mixture fraction
and a clipped Gaussian~@8#! for the scalar dissipation rate. A
delta-function pdf is assumed for the soot volume fraction in the
averaging procedure.

Pitsch et al.@9# could also show that one flamelet that is solved
in interaction with the CFD code could be sufficient to predict
soot formation in a diesel engine. In this approach the mean con-
ditional scalar dissipation rate calculated from the flow field is

used. Since some transient effects like ignition and extinction can-
not be described with this approach, Mauss et al.@10# proposed a
Lagrangian transport of the flamelet in the turbulent flow. This
interactive flamelet approach was recently applied to simulate
combustion and pollutant formation in the same staged combustor
as studied here~@11#!.

However, the flamelet library approach appears to be much less
CPU time-consuming and much simpler to implement into a com-
ercial CFD code. We therefore concentrate in the following on the
this approach.

3.2 Validation in Laminar and Turbulent Jet Diffusion
Flames. The flamelet library approach for soot formation has
successfully been validated first in laminar jet diffusion flames
~@2#! and consecutively in a turbulent C2H4 /air jet diffusion flame
~@12#! burning at a pressure ofp51 bar. A comparison between
the mean calculated and measured soot volume fraction as a func-
tion of height above the burner is shown in Fig. 3. Good agree-
ment was achieved between computations and measurements
~@13#! for soot volume fraction and mixture fraction.

In contrast to the present study both soot formation and com-
bustion chemistry were modeled via the flamelet approach. The
full flamelet libraries were used in this study including the effect
of radiation on the flamelet calculations. Therefore a third param-
eter, in addition to mixture fraction and scalar dissipation rate, had
to be introduced in the flamelet library describing the intensity of
radiation heat losses from the flamelet. The enthalpy is then in-
cluded in the flamelet library and the appropriate flamelet is se-
lected during the CFD calculations by comparing the local en-
thalpy in the flow field with the enthalpies in the flamelet library.
A similar approach could be used for the calculation of soot for-
mation in gas turbine combustors if radiation is supposed to be of
importance.

Results of a recent study~@14#! show good agreement between
the stationary flamelet library and the interactive model, but more
work is required in the application to aeroengine combustor soot
predictions. In Fig. 3 calculations are shown assuming the surface
reactions to be proportional to the surface of the soot particles
(;S,;dp

2) and to be proportional to the soot volume (; f v ,
;dp

3). For the latter the rates of the surface reactions have been
decreased by a factor of 8~@15#!. Results achieved with surface
reactions proportional tof v show a slightly later onset of surface
growth. The maximum of the soot volume fraction appears more
downstream. The agreement with the experiment is slightly worse.
It can also be seen that the oxidation of soot is slower if calculated
proportional to fv and if the same conversion factor~8! is used for
both surface growth and oxidation reactions. This finding is im-
portant for the discussion of the comparison of calculated and
measured soot emissions from the gas turbine.

Fig. 2 Interface between the CFD code and the subroutine
containing the rates of soot formation

Fig. 3 Comparison between measured „symbols … and calcu-
lated „lines … soot volume fraction on the center line of a turbu-
lent jet diffusion flame. Calculations have been done with sur-
face reactions proportional to soot surface „line … and
proportional to soot volume fraction „broken line ….
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3.3 The Flamelet Library Calculations and Simplification.
Flamelet libraries of the rates of soot formation have been calcu-
lated varying in a wide range of scalar dissipation rate, tempera-
ture on the oxidizer side, and pressure~see Table 1!. This wide
range of boundary conditions was chosen to make the library ap-
plicable to simulation of soot formation in gas turbine combustors
as well as diesel engines.

An in-house code was used for the calculation of the flamelet
libraries using an adaptive grid method in mixture fraction space
to increase accuracy and a pseudo-arclength method automating
the variation over scalar dissipation rate. As an example for the
shape of these rates the rate of particle inception as a function of
mixture fraction and scalar dissipation rate atp51 bar and
T(ox)5850 K is shown in Fig. 4.

The first soot particles are formed in the fuel rich region
(Zst50.056) and the particle inception rate peaks at an equiva-
lence ratio of aboutf54.1 at a corresponding temperature ofT
51650 (K). The rate increases first with increasing scalar dissi-
pation rate due to a change in temperature and quenches at a
certain scalar dissipation rate depending on pressure and tempera-
ture. The quenching of particle inception occurs at lower scalar
dissipation rates than the quenching of the flamelet itself. With the
calculated libraries mean source terms for the transport equation
of soot mass fraction for CFD calculations could be obtained.

A further simplification is required for practical use of the
method in three-dimensional CFD simulations due to some re-
strictions:

~a! the library of soot formation and oxidation rates requires
about 80 MB of memory space,

~b! an interpolation of the soot source terms from the library in
four dimensions at every grid point is very time-
consuming, and

~c! a numerical integration of the laminar source terms over the
mixture fraction and the scalar dissipation rate for turbulent
averaging is also very time-consuming.

The flamelet libraries are therefore fitted and expressed in
simple analytical functional form. The beta-function was found to
be the best choice to fit the source terms to the mixture fraction
~see Fig. 5~a!!. The source terms as a function of mixture fraction
Z are first normalized to have an area of unity. The source terms
are then modeled as follows:

S~Z,x!5B~Z,a,b!F~x! (5)

whereB(Z,a,b) represents a standard beta function andF(x) is
a factor to scale the dependence of the source terms on the scalar
dissipation rate. The beta function has the form

B~Z,a,b!5
G~a1b!

G~a!G~b!
Z~a21!~12Z!~b21!. (6)

The parametersa andb are themselves functions of the mixture
fraction Z and the scalar dissipation ratex.

Choosing the beta-function includes another CPU time-saving
aspect beside the advantage of having just two parameters. Since
the beta function is also selected to be the presumed pdf for the
mixture fraction the integration of the source terms over mixture
fraction results in the integration of two beta functions which can
be solved analytically. Thus both time-consuming numerical
methods, the interpolation of the library values and the integration
of the pdf of the source terms of soot formation, are avoided.

In the next step of the fitting procedure the variables obtained
from the fit as function of mixture fraction~Fig. 5~a!! are fitted as
function of the scalar dissipation rate~Fig. 5~b!!. The rates are
finally fitted to pressure and temperature.

The accuracy of this approach is of course limited. The fitted
functions were therefore tested in the range of boundary condi-
tions needed for the present study. Future studies will include
more advanced compression techniques to be applied to the
flamelet library. More details about the flamelet library and the
fitting procedure can be found in Karlsson et al.@16#.

The fitting procedure results in a small subroutine containing
the rates of soot formation in analytical form as function of mix-
ture fraction, scalar dissipation rate, pressure, and temperature.
This subroutine is easily implemented into any CFD code which
allows the definition of additional transported scalars with user

Fig. 4 Particle inception rate in the mixture fraction scalar dissipation
rate space as calculated from the flamelet model

Table 1 Range of the flamelet calculations

Composition fuel 100%N-C7H16
Composition oxidizer 79% N2 , 21% O2
Temperature
fuel side

335 ~K!

Temperature
oxidizer side

T5400– 1000 (K)

Pressure p51 – 100 (bar)
Scalar dissipation rate x50.01–extinction limit

~s21!
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defined source terms. Within these subroutines the turbulent aver-
aging using the pdf as function of mixture fraction and scalar
dissipation rate is also performed.

The soot simulation can be run as a post-processing step using
a precalculated combusting flow field. The soot source terms are
quite smooth and well behaved and the iteration of the soot mass
fraction transport equation converges usually very quickly.

4 CFD Calculations

4.1 Implementation of Soot Transport Equation into Com-
mercial CFD Code. In the current work, the subroutines calcu-
lating the soot source term of the transport equation of the soot
mass fractionYs have been implemented into the commercial
CFD package CFD-ACE from CFD Research, Huntsville, USA.
This code solves a low Mach number formulation of the pressure
correction type~SIMPLE! with a standardk–« turbulence model.
A RNG k–« can also be chosen. An upwind space discretization
was used for the turbulence quantities, second-order discretization
for all other quantities. The combustion model uses an assumed
beta function pdf of the mixture fraction with equilibrium chem-
istry. The soot model has been demonstrated with gaseous and
liquid fuel, but only gaseous fuel has been used for the results
presented here.

For calculation of the local soot mass und volume fractions the
post-processing approach was used. This is feasible since the soot
mass fraction in a well-designed gas turbine combustor represents

only a small fraction of the total fuel present. A CFD solution of
the combusting flow field was generated for the configurations
neglecting the influence of soot onto the flow field. The soot vol-
ume fraction field is calculated using the local mixture fraction
and scalar dissipation rates from the fully converged flow field.

In CFD-ACE, currently the user defined source terms for a
scalar transport equations can only be a linear function of the
transported variable. This is the case for the source terms as de-
scribed in Fig. 2. The particle inception term is independent of
soot volume fraction, while the surface growth, fragmentation,
and oxidation terms depend linearly on the soot mass and volume
fractions.

The surface growth and oxidation terms should scale with the
effective surface area of all soot particles. This is taken into ac-
count by introducing a conversion factor of 1/8~@15#!. An alter-
native is to model the dependence on surface more directly using
a source term which is proportional to (f v)2/3.

This is the case with soot models from other authors@17,18#.
The present soot model is being generalized so that formulations
based on a linear and fractional dependence on soot volume frac-
tion can be compared.

The effect of turbulent mixing onto the soot field was incorpo-
rated by multiplication of the~laminar! source terms with the pdf
of mixture fraction and scalar dissipation rate and integration
these variables as shown in Fig. 2. The pdf distribution of the
scalar dissipation ratex was assumed to be a log normal distribu-
tion with a width sx derived from the turbulent viscosity ratio
~@12#!.

The integration with respect to the mixture fraction was carried
out analytically assuming that the distribution function inZ be-
haves like a beta function. The integration was performed here
using a ten-point Gauss-Hermite quadrature.

The effect of radiation has been neglected in the coupling to the
commercial solver. In a typical aeroengine combustor configura-
tion at high power, previous work has shown that the coupling of
the soot model to radiation has only a small effect~@18#!. The
reason is that here radiation cannot leave the combustor can and at
high power and relatively high soot concentration the gas/soot
mixture approaches the optically thick limit. Most of the radiation
to the walls is reflected back into the can. Any heat absorbed by
the walls is fed back into the combustor by the wall cooling air.
Thus the specific heat loss in a combustor configuration is much
smaller than from an open flame, where the optically thin limit
applies.

4.2 Verification and Validation of the Implementation into
CFD-ACE. The implementation of the transport equation was
verified directly by comparing the soot generated by the CFD
code in a frictionless tube flow at constant velocity and stoichi-
ometry with results from stirred reactor calculations.

The implementation is being validated with experimental re-
sults from the jet flame~@13#!, which has been used to validate the
full flamelet calculations presented in Fig. 3.

Results using the fits in the CFD-ACE code deviate from the
measurements considerably more than with the full model. The
reason is that for this configuration the radiation effects cannot be
ignored since the flame is optically thin and can radiate freely to
the surroundings. This is reflected in the measurements of gas
temperature, which are overpredicted by almost 200 K if radiation
effects are neglected.

5 Application to Three-Dimensional Configurations
Typically, modern aeroengine combustors are annular combus-

tors with injection of liquid hydrocarbon fuel~kerosene! through
airspray injectors. The fuel is burning as a turbulent diffusion
flame or a partially premixed flame. Most of the NOx and soot
emissions are generated at high power~typically at combustor

Fig. 5 „a… The beta function fitted to the source term of particle
inception „pÄ1 bar, ToxÄ850 K, xÄ700 sÀ1

…; „b… parameters of
oxidation soot source term—symbols: flamelet calculations,
lines: fits
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inlet temperatures of 850 K and pressures of 35 bar!, whereas CO
and UHC emissions come mainly from low power performance
points.

Since more stringent aeroengine emissions certification require-
ments are expected for coming years, an axially staged combustor
~@19#! has been developed at BRR in the framework of the Ger-
man Aeronautics Engine 3E 2010 ‘‘Efficient, Environmentally
friendly Economic Engine’’ research program.

The injection of fuel is split between a pilot zone and a main
zone. The main zone injects most of the fuel at high power but is
switched off at low power. The pilot zone is designed to achieve
good altitude relight, weak extinction, idle emissions and effi-
ciency at low power whereas the main zone is designed to yield
low NOx at high power. The configuration is shown in Fig. 6.

The research combustor has been investigated experimentally
in a 90-deg sector high pressure rig, a full annular intermediate
pressure rig and in a BR700 core engine. In the core engine a
reduction of NOx emissions by 25 percent could be demonstrated
using the staged combustor compared to the BR700 single annular
combustor, which represents latest low NOx technology.

A three-sector rectangular rig with optical access capable of
pressures up to 20 bar has also been investigated in depth at the
DLR at Cologne. First results of simultaneous distributions of fuel
and OH fluorescence up to pressures of 20 bar have been demon-

strated using kerosene and n-heptane fuel. Investigations of local
soot concentrations using LII are planned in the future.

An assumed~top hat! pdf CFD solution has been generated
using a grid composed of two blocks and a total of 355,000 cells.
In the computation gaseous n-heptane (C7H16) fuel was used.

Figures 7,8 show the computational grid and temperature con-
tours in an axial plane cutting through the main fuel injector. The
conditions are BR715 take-off conditions scaled down to a pres-
sure of 20 bar. Maximum temperatures of around 2500 K are
reached in this simulation near the fuel injector, which are near the
peak equilibrium temperature at the chosen inlet temperatures
~850 K!.

6 Results

6.1 Numerical Performance of CFD-ACE Implementa-
tion. The numerical solution of the additional scalar transport
equation for the soot mass fraction proved to be very well be-
haved and usually converged within 100–300 iterations. As initial
conditions and at inflow boundaries the soot mass fraction is set to
zero.

The effect of the turbulent mixing mainly smoothes the soot
source terms in space. Since the~laminar! source terms at low
values of the scalar dissipation rate are low, the integration of the
pdf with respect to scalar dissipation rate increases the source
terms in regions of low mean scalar dissipation rate. Changes to
the soot concentration field of up to a factor of 2 are observed
comparing solutions using mean values of mixture fraction and
scalar dissipation rate in the soot source terms with solutions in-
corporating the effect of turbulent mixing by integration over the
two-dimensional pdf.

The CPU expenses for performing the integration with regard
to the mixture fraction are negligible. The additional effort for the
integration over the scalar dissipation rate pdf is considerable
~factor 10! as the integration is done numerically. A study is cur-
rently under way to investigate whether the pdf integration with
respect to the scalar dissipation rate can be performed prior to the
CFD simulation in the generation of the flamelet library genera-
tion and the fit functions.

6.2 Application to Staged Combustor Configuration. The
soot model was run in post-processing mode using the precom-
puted fully converged CFD solution of the staged combustor de-
scribed in Section 5. Fits of the source terms were generated using
a flamelet library for n-heptane fuel. The fits are valid for pres-
sures between 1 and 100 Bar and air inlet temperatures up to
600°C.

Fig. 6 BRR staged combustor configuration

Fig. 7 BRR staged combustor computational grid

Fig. 8 BRR staged combustor temperature contours „main
zone plane …
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The solution of the soot mass fraction transport equation took
200 iteration steps to converge and the CPU time for solving the
soot transport equation represents a few percent of the time re-
quired to converge the flow solution.

The logarithm of the soot volume fraction in an axial plane
cutting through the main fuel injector is shown in Fig. 9. Figure
10 shows contours of the logarithm of the mixture fraction in the
same plane. It can be seen that a considerable amount of soot is
produced near the main fuel injector. Most of the soot is oxidized
towards the rear of the combustor.

Contours of the different source terms of the transport equation
of the soot mass fractionYs are shown in Figs. 11–13. Figure 11
shows the particle inception term, Fig. 12 the surface growth and
Fig. 13 the oxidation term.

The particle inception source term is concentrated near the fuel
injector in the rich region. The surface growth occurs further
downstream, while oxidation occurs mainly in even leaner areas
mainly atf,1.

It should be noted that the peak soot concentration depends
roughly linearly on a constant prefactor of the particle inception
term, whereas changes in a similar prefactor of the surface growth
and oxidation terms lead to an exponential change. A reduction of
the oxidation term by only 30 percent can lead to a tenfold in-
crease of soot volume fraction in the jet flame validation configu-
ration.

The soot emissions at the exit of the combustor was measured
using a standard emissions rake. The measurements were done
using kerosene fuel on high pressure 90-deg sector rig at a pres-
sure of 20 bar and realistic combustor inlet temperatures of ap-
proximately 850 K. The kerosene fuel, which contains aromatic
components is expected to produce more soot than the n-heptane

fuel which was used in the predictions of the soot model. The soot
emissions measurements indicate a soot volume fraction of the
order of 1029 (m3 soot/m3 gas).

Figure 14 shows an isosurface of soot mass fraction ofYs

55*1024 colored by contours of temperature. This picture shows
that most of the soot is oxidized at a temperature aroundT
52000 K. A streak of high soot concentrations in the exit plane at
the lower left corner can also be seen.

The mean soot volume fraction at combustor exit from the soot
model is of the order of 5* 1028 (m3 soot/m3 gas), so the exhaust
soot concentration is overpredicted by approximately one-two or-
ders of magnitude. It is expected that a stronger oxidation of soot

Fig. 9 BRR staged combustor „main zone plane: contours of
soot volume fraction „log10 …

Fig. 10 BRR staged combustor „main zone plane …: contours of
mean mixture fraction „log10 …

Fig. 11 BRR staged combustor „main zone plane …: contours of
particle inception source term

Fig. 12 BRR staged combustor „main zone plane …: contours of
surface growth source term

Fig. 13 BRR staged combustor „main zone plane …: contours of
oxidation source term
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will be achieved, if the surface reactions are assumed to be pro-
portional to the soot surface instead of the soot volume. This will
be done in future calculations.

The calculate exhaust gas emissions with the model applied
here are consistent with results obtained by Brocklehurst@18#,
where a Moss soot model and full coupling to radiation was used.
Looking at the soot measurements reported there, the soot concen-
tration in the primary zone is predicted with reasonable accuracy.
However, the soot concentration drops by four orders of magni-
tude towards the exit of the combustor in the measurements while
the simulations predict only a drop by two-three orders of magni-
tude.

Nevertheless, the predictions of the location of the soot produc-
tion and consumption are already now improving the understand-
ing of the origins of soot emissions and help to find design solu-
tions to reduce soot emissions. Furthermore, the soot
concentrations field can be coupled to the temperature field and a
radiation model and can yield an estimate of the radiation flux
towards the combustor walls. This is expected to be more accurate
than the soot exit emissions predictions since the level of soot
concentrations in the primary zone appears to be predicted more
accurately.

7 Conclusions
A soot model, which has been developed in recent years and

validated with laboratory flames, has been implemented into a
commercial CFD code using user-defined subroutines.

The soot model is based on solving a single transport equation
for the soot mass fraction with a source term using fits to a com-
prehensive flamelet library. The soot model operating with the full
flamelet library compares well with soot measurements from a
laboratory jet flame. The model has also been applied successfully
to combustion in a reciprocating engine application. The soot
source terms in the current formulation are linear functions of the
soot volume fraction~surface growth, fragmentation, and oxida-
tion!. A formulation using surface area for the growth and oxida-
tion terms is currently tested.

The effect of turbulence is implemented via a probability den-
sity function of mixture fraction and scalar dissipation rate. Ra-
diation effects are not yet included, but work is in progress to
incorporate these by solving an additional equation for enthalpy.

The soot model is operated in post processing mode using con-
verged combusting flow fields. It converges quickly and the nu-
merical effort is negligible compared to the generation of the flow
field CFD solution.

The application of the soot model to the three-dimensional
staged combustor configuration indicates that the soot volume
fraction at the exit of the combustor is overpredicted by one to
two orders of magnitude, which is consistent with results reported
elsewhere in the literature. The soot model is extremely sensitive

to the soot source terms and more work is needed to optimize
these terms. It is expected that the agreement between model and
experiment will become better if the surface reactions are calcu-
lated to be dependent on the soot surface instead of the soot vol-
ume.

There is experimental evidence from combustor development
tests that soot emissions can be very sensitive to details of the fuel
injector configuration. The extreme sensitivity of the combustor
exit field to small changes in hardware configuration can also be
seen in full annular tests, where there is often a quite large varia-
tion in temperature and soot emission exit traverses even for
nominally identical upstream geometry.

This indicates that the CFD solution has to be very accurate to
capture such effects. In particular, the fuel injector has to be mod-
eled very accurately and the effect liquid fuel two-phase flow has
to be taken into account. The number of grid points in a typical
combustor CFD calculation~300,000–500,000 nodes! is still far
from sufficient to achieve even a grid-independent solution of the
combusting flow field. Thus a quantitative prediction of soot emis-
sions in aeroengine combustors awaits the development of com-
puters which are at least one order of magnitude faster and have a
tenfold increased memory.

Nevertheless, the knowledge of the location of regions of high
soot concentration and high production and consumption rates en-
ables the combustor designer to optimize the soot emissions and
predict the correct trends even with such an imperfect tool.

Further research is required to improve the soot model and to
remove the critical sources of inaccuracy in the flow field simu-
lation.
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Nomenclature

B 5 beta-function
cp 5 heat capacity

cp,i 5 heat capacity ofith chemical species
D 5 diffusion coefficient
« 5 turbulent dissipation rate
k 5 turbulent kinetic energy
F 5 area
f v 5 soot volume fraction
hi 5 Enthalpy ofith chemical species

LII 5 laser induced incandescence
p 5 pressure

p, pdf 5 probability density function
PAH 5 polycyclic aromatic hydrocarbon

Prl 5 turbulent Prandtl number
PSDF 5 Particle size distribution function

m 5 viscosity coefficient
f 5 fuel/air equivalence ratio

Prt 5 Prandtl number
q̇R 5 radiative heat loss
r 5 density
s 5 width of scalar dissipation rate, Gaussian distr.
t 5 time

T 5 temperature
v j 5 velocity components
ẇi 5 source term ofith chemical species
xa 5 spatial coordinate
Yi 5 mass fraction ofith chemical species
Ys 5 soot mass fraction

Fig. 14 BRR staged combustor: isosurface of soot mass frac-
tion YsÄ5* 10À4 colored by temperature contours
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x 5 scalar dissipation rate
Z 5 mixture fraction

Z92 5 variance of mixture fraction
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Control Optimization of the
Transient Performance of the
Selective Bleed Variable Cycle
Engine During Mode Transition
The transient performance of the selective bleed variable cycle engine (VCE) has been
optimized during the transition from subsonic to supersonic mode. The selective bleed
VCE concept has been developed with a short take-off vertical landing (STOVL) aircraft
in mind and the engine is characterized by its twin mode VCE feature. The transition
optimization is constrained by the requirement of maintaining thrust and compressor
surge margins. The engine variable geometry component schedules and the fuel flow are
used as optimization variables. A differential algebraic formulation of an inter-component
volume model is used to model the transient behavior of the engine. Sequential quadratic
programming (SQP) is applied to the nonlinear transient engine model directly, in order
to solve the multivariable control problem. It is predicted that the mode switch can be
carried out safely without violating the constraints and that the time required is limited by
the actuator time of the hydraulic system.@DOI: 10.1115/1.1394965#

Introduction
Selecting optimal cycle parameters for a mixed aircraft mission

with substantial amounts of fuel consumption required during
both supersonic and subsonic flight, normally implies great com-
promises in engine performance. When integrated in short take-off
vertical landing ~STOVL! aircraft, the selective bleed variable
cycle engine shows great potential for achieving superior mixed
mission performance, in comparison with conventional turbofan
engines~@1#!. The design target is to obtain a powerplant that
enables the aircraft to take off from a very short runway, cruise
economically at Mach 1.6~dry operation!, loiter at Mach 0.6, and
land vertically.

The selective bleed VCE operates in two different modes de-
pending on flight conditions; the subsonic and the supersonic
mode. During subsonic operation air is bled at the back of the low
pressure compressor powering a continuously vectorable conver-
gent nozzle. The nozzle is vertically positioned for take-off and
horizontally positioned for subsonic cruise. The intermediate com-
pressor operates with closed stator vanes. During supersonic op-
eration the front nozzle is closed and the air is discharged through
a convergent-divergent nozzle. The intermediate compressor is
high flowed by opening its stator vanes. This gives the rear nozzle
the specific thrust suitable for dry supersonic cruise at Mach 1.6.

A number of studies assessing the performance of the selective
bleed engine have been carried out at Cranfield University
~@1–4#!. These studies have focused on selecting a suitable engine
design point for the specified aircraft mission and optimizing the
steady-state control system of the engine. This work addresses the
key issue of the safe and efficient handling of the transient engine
performance during the switch from subsonic to supersonic mode.

All numerical tests have been conducted with a new general
transient and steady-state code, GESTPAN~general stationary and
transient propulsion analysis!, developed at Chalmers University
of Technology, The Royal Institute of Technology and at Volvo
Aero Corporation~@5#!. The tool has been developed using For-

tran 90. For this work a dynamic connection feature was pro-
grammed, to make the use of one engine model representing all
three simulation modes possible~the third mode, operation with
both nozzles partially opened, is used during the mode transition
transient!.

The Selective Bleed Engine
The two operating modes of the selective bleed variable cycle

engine are illustrated in Fig. 1.

Selection of Design Point. A detailed study on the design
point optimization and cycle selection of the selective bleed VCE
has been performed by Nascimento and Pilidis@1#. In that study,
two separate engine models representing the subsonic and the su-
personic modes were used, in combination with a matching pro-
cedure that ensured that the two cycles corresponded to the same
engine design.

Since the transient operation of the mode switch must use both
nozzles actively the separate engine approach was not suitable for
this work. Instead the engine design was carried out in the inter-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-148. Manuscript received by IGTI Nov. 1999; final revi-
sion received by ASME Headquarters Feb. 2000. Associate Editor: D. R. Ballal. Fig. 1 The operating modes of the selective bleed engine „†4‡…
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mediate mode and a feature for dynamic connections to switch
between the intermediate mode and two single nozzle modes was
developed. The design point, see Table 1, was selected in such a
way that it would match the mission optimized design obtained by
Nascimento and Pilidis@1# as closely as possible.

Engine Variable Geometry and Controls. The engine model
has six variable geometry control signals; variable geometry in all
three compressors as well as in the three nozzles. Additionally, the
fuel flow has to be controlled in a suitable manner, giving a total
of seven degrees-of-freedom for the control optimization. The
variable geometry compressor model is identically the same as the
one used by Oggero and Pilidis@4# to optimize the steady-state
control of the selective bleed VCE.

Selection of the Transition Point
The selection of the transition point could be made in a straight

forward way. The specific fuel consumption~SFC! of the engine
was minimized for a number of flight cases in both the subsonic
and the supersonic mode. Subsequently, a suitable point for tran-
sition could be selected among these optimal cruise points, defin-
ing both the initial and the end point of the trajectory as well as
the flight case at which the transition will occur.

To ensure safe and stable operation in the optimal cruise points
a number of constraints had to be imposed on the control optimi-
zation. The constraints are given in Table 2. The same definition
of surge margin as the one used for optimizing the steady-state
controls of the selective bleed VCE~@4#!, was used here:

Fig. 2 Minimum specific fuel consumption „SFC… for the two
modes

Fig. 3 Wiring diagram of the transient selective bleed variable cycle engine „VCE… model

Table 1 Engine design point at SLS „sea level static …

Design Parameter Value Design Parameter Value

h 0.0m pHPC 3.60
M 0.0 hHPC 0.88
pLPC 3.0 ṁcore 170 kg/s
hLPC 0.88 TIT 1500.0 K
BPR1 0.62 hHPT 0.90
p IPC 2.40 hLPT 0.90
h IPC 0.88 pnozzles 0.98
BPR2 0.24

Table 2 Constraints

CLPC < 0.8
C IPC < 0.8
CHPC < 0.8
TIT < 1650.0 K

Net thrust > 134.0kN
Mass flow < Design mass flow
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C5
p2pchoke

psurge2pchoke
. (1)

By this definition surge would occur forC51.0. Thrust require-
ments for the entire flight mission of the STOVL aircraft have
been given in Nascimento and Pilidis@1#.

The selection of the transition point is of crucial importance for
the successful control of the transient. For instance, if the rota-
tional speeds of the subsonic mode cruise point and the supersonic
mode cruise point differ considerably, inertia of the rotors will
make it very difficult to perform the transient within a reasonable
time. Also, if the steady-state cruise points are selected too close
to the limits of safe and stable operation, the margin is likely to be
insufficient for carrying out a successful mode transition. For this
reason a more conservative selection of constraints was made for
the steady-state cruise optimization.

The original design point optimization of the supersonic mode
of the selective bleed variable cycle engine was carried out for a
flight Mach number of 1.2 and an altitude of 6000 m~@1#!. For
comparative reasons this altitude was selected for the mode tran-
sition. A number of optimizations of the control settings were
carried out to determine a suitable Mach number for transition.
The optimal cruise SFC curves for the two modes are shown in
Fig. 2. Although Fig. 2 indicates that the most optimal point for
transition is aroundM51.12, the ~h56000 m, M51.2! flight
case was the final selection of transition point, since this flight
case was the supersonic mode design optimization point and also
part of the STOVL aircraft mission specification.

The fact that the thrust requirement of the engine can be
achieved also in the subsonic mode, indicates that the engine has

been somewhat oversized. This observation is further strength-
ened by the fact that the highest turbine inlet temperature required
for any of the STOVL aircraft mission thrust requirements was
1577 K.

The optimization problem was solved using sequential qua-
dratic programming. The NAG implementation of the algorithm,
based on the work of Gill et al.@6# was found to work very
efficiently.

The new dynamic connection feature of GESTPAN made it
very simple to specify the subsonic and supersonic modes with the
engine design specified in Table 1 as the starting point. The sub-
sonic mode was obtained by deleting all connections to the DUCT
1 and NOZZLE 1 modules, see Fig. 3~note that the steady-state
model used for finding optimal cruise points has no rotor or vol-
ume components!. The supersonic mode was obtained in the same
way.

The variable geometry and fuel flow schedules for the two

Fig. 4 Constraint variables—linear scheduling of controls

Table 3 Cruise optimized control settings for the transition
point „MÄ1.2, hÄ6000 m…

Subsonic Mode Supersonic Mode

LPC restagger 22.03696 deg 4.44104 deg
IPC restagger 12.2441 deg 29.66672 deg
HPC restagger 20.772156 deg 20.531882 deg
Front nozzle 0.331422~m2! 0.000000~m2!
Mid nozzle 0.000000~m2! 0.116615~m2!
Exhaust nozzle 0.456220~m2! 0.741889~m2!
Fuel flow 4.105108~kg/s! 3.927331~kg/s!
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modes were selected by optimizing the cruise SFC for this flight
condition. The optimal control settings are given in Table 3.

Another approach to model the two engine modes would have
been to use the intermediate mode model directly, by using very
small areas to model the closed nozzles. However, this would add
additional numerical difficulties due to the small mass flow oper-
ating range of the nozzles. Attempts to use the intermediate mode
directly for optimization were made, but they were not successful.

Optimization of the Mode Transition
To model the transition trajectory an inter-component volume

model was assembled. The wiring diagram of the engine model is
illustrated in Fig. 3.

Numerically the engine was represented by a differential alge-
braic equation system with 14 states and 6 equations. The numeri-
cal procedure used to solve the equations has been outlined in
detail in the work by Gro¨nstedt@7# which is based on the public
domain code DASSL developed and implemented by Petzold@8#.
The DASSL code is a variable order, variable step length, back-
ward differentiation method~implicit method! used to solve the
differential and the algebraic equations simultaneously. Further
description of the use and the underlying theory of the DASSL
solver can be found in Brenan et al.@9#.

The start and end points of the trajectory were approximated as
intermediate points with nozzle areas 0.0001 times the areas given
in Table 3. The optimal control schedules obtained for the sub-

sonic and supersonic mode cruise points were not corrected for
this very small deviation in initial and end points.

Optimality Criteria During Mode Transition. To ensure
safe operation of the engine during the mode transition all three
compressors must operate well away from the surge line. Further-
more, the engine thrust should not drop below the aircraft thrust
requirement. A small increase in thrust during the transient is
probably in agreement with most aircraft system requirements.
The surge margin requirement was relaxed for the transient mode
switch and was limited to 0.95. Also, the turbine inlet temperature
was allowed to reach 1700 K during the transient. Shaft inertias
were set toI LP530 kgm2 and I HP520 kgm2, and volume sizes
were all set to 0.0001 m3. The selection of the rotor inertias and
volume sizes are motivated below.

Linear Interpolation of the Schedules. The first attempt to
control the engine during transition was made by a simple linear
interpolation of the optimal schedules determined for the subsonic
and supersonic mode cruise points. The engine was scheduled to
switch within 0.5 seconds. The resulting surge margins, thrust and
turbine inlet temperature trajectories are shown in Fig. 4. It is
observed that there is a drop in thrust during the first fraction of
the transient, but the compressors operate well away from surge.

Component Modeling Assumptions. The component off-
design behavior has been predicted using a number of empirical
correlations described in Gro¨nstedt@10#. These correlations do not

Fig. 5 Effect of doubling shaft inertias
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include any methods for estimating the moment of inertia of the
shafts or the inter-component volume sizes. However, the depen-
dency of the trajectory on the values selected for the shaft inertias
and the volume sizes was observed to be very limited.

Dependency on Shaft Inertia.Since the high pressure shaft
only changed its rotational speed from 153.7 rps to 158.1 rps and
the low pressure shaft from 207.4 rps to 205.0 rps the effect of
uncertainty in estimating shaft inertias on the trajectory was very
limited. The shaft torques for two simulations with different val-
ues on shaft inertia are shown if Fig. 5. The proximity of the
turbine and compressor torques also demonstrate that the interme-
diate points are relatively close to equilibrium points.

Dependency on Inter-Component Volume Sizes.Since the dy-
namics of the volumes is much faster than the time required for
the mode switch the effect of uncertainties estimating volume
sizes is also limited. Two simulations with volume sizes of 0.0001
m3 and 0.5 m3 are shown if Fig. 6. Note that the implicit solver
technique makes the use of very small volume sizes possible,
without any notable change in computational time. Very small
volumes give rise to eigenvalues with large negative real parts,
which makes the ordinary differential algebraic system stiff. The
efficiency of the implicit solvers for solving stiff problems are
related to their large stability regions which, in contrast to the
explicit methods, causes the accuracy and not stability to be the
limiting factor for increasing the time steps. Several authors have

reported the successful use of low-order~first/second! implicit
solvers ~@11–14#! and recently also high-order implicit solvers
~@7#!, for the efficient solution of stiff gas turbine transients.

Optimization of the Trajectory. Since the linear interpola-
tion of the control schedules produced an initial drop and a fairly
large variation in thrust, some further development of the control
methodology was undertaken. The initial 0.5 s during which the
control scheduling occurs was discretized into three time inter-
vals; ~0,0.167!, ~0.167.0.333! and ~0.333,0.5!. At t
5(0.167,0.333) the values of the nozzle area schedules, the
burner fuel flow and the IPC variable geometry parameter were
allowed to vary with 20 percent around the schedules produced by
the linear interpolation. The control settings at all the intermediate
points could then be obtained with interpolating cubic splines
~@15#!.

The resulting control optimization problem thus had eight
degrees-of-freedom. The constraints on the compressor surge mar-
gins, the turbine inlet temperature and the thrust trajectories form
five nonlinear constraints. The goal function was formed by mini-
mizing the maximum thrust during the mode switch. This selec-
tion of goal function would minimize the total thrust variation.

Final Control Settings. The surge margins, turbine inlet tem-
perature, and thrust trajectories resulting from the optimization are
shown in Fig. 7, and the corresponding control parameters are
shown in Fig. 8. Both the fan surge constraint and the turbine inlet

Fig. 6 Effect of change in intercomponent volume sizes
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Fig. 7 Constraint variables—optimized scheduling of controls

Fig. 8 Control schedules
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constraint are active, i.e., the maximum allowed value is obtained
at some point along the trajectory. The optimization has elimi-
nated the initial drop in thrust and total variation in thrust has been
reduced from 7.4 percent to 2.9 percent.

This methodology can be further refined by introducing more
discretization points of the control variables as well as using also
the fan, the HPC and the afterburner area variable geometry pa-
rameters as optimization variables. Too many discretization points
might result in control schedules requiring variations in control
signals to occur faster than the response times of the control sys-
tem. Furthermore, such refined controls might be misleading if the
accuracy of transient model is not sufficient. Also, large variations
in the schedules can cause convergence problems for the differen-
tial algebraic solver, e.g., some combination of control variables
evaluated during optimization could cause some of the nonlinear
component models to operate outside their region of definition.
However, the present results are sufficient for demonstrating the
usefulness of the method and also to demonstrate that the transient
can be controlled both safely and efficiently.

Conclusions
It has been shown that the mode switch of the selective bleed

VCE can be carried out safely without violating surge and thrust
constraints, and that the time for the mode switch is of the same
order as the actuator times of a typical hydraulic system. Also, the
modeling uncertainties introduced due to the estimation of the
inter-component volume sizes and the shaft inertias were very
limited on the trajectory selected for the mode switch. Further-
more, it has been observed that the thrust requirements set by the
aircraft mission can be fulfilled at a considerably lower turbine
inlet temperature than has been reported by previous authors. This
indicates that by an optimal use of the control system the present
design can be downsized.

Nomenclature

BPR 5 bypass ratio
h 5 altitude ~m!

M 5 Mach number
HPC 5 high pressure compressor
HPT 5 high pressure turbine
IPC 5 intermediate pressure compressor

LPC 5 low pressure compressor
LPT 5 low pressure turbine

SBVCE 5 selective bleed variable cycle engine

SFC 5 specific fuel consumption~mg/Ns!
SQP 5 sequential quadratic programming

STOVL 5 short take-off vertical landing
TIT 5 turbine inlet temperature~K!

VCE 5 variable cycle engine
C 5 surge margin
p 5 pressure ratio
h 5 isentropic efficiency
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Natural Gas Decarbonization to
Reduce CO2 Emission From
Combined Cycles—Part I: Partial
Oxidation
This paper discusses novel schemes of combined cycle, where natural gas is chemically
treated to remove carbon, rather than being directly used as fuel. Carbon conversion to
CO2 is achieved before gas turbine combustion. Therefore CO2 can be removed from fuel
(rather than from exhausts, thus utilizing less demanding equipment) and made available
for long-term storage, to avoid dispersion toward the atmosphere and the consequent
contribution to the greenhouse effect. The strategy here proposed to achieve this goal is
natural gas partial oxidation. The second part of the paper will address steam/methane
reforming. Partial oxidation is an exothermic oxygen-poor combustion devoted to CO and
H2 production. The reaction products are introduced in a multiple stage shift reactor
converting CO to CO2. Carbon dioxide is removed by means of physical or chemical
absorption processes and made available for storage, after compression and liquefaction.
The resulting fuel mainly consists of hydrogen and nitrogen, thus gas turbine exhausts are
virtually devoid of CO2. The paper discusses the selection of some important parameters
necessary to obtain a sufficient level of conversion in the various reactors (temperature
and pressure levels, methane-to-air or methane-to-steam ratios) and their impact on the
plant integration and on the thermodynamic efficiency. Overall performance (efficiency,
power output, and carbon removal rate) is predicted by means of a computational tool
developed by the authors. The results show that a net efficiency of 48.5 percent, with a 90
percent CO2 removal, can be obtained by combined cycles based on large heavy duty
machines of the present technological status, either by using chemical or physical absorp-
tion. @DOI: 10.1115/1.1395581#

1 Introduction
Greenhouse gases emissions are subject to limitations imposed

by international agreements~Kyoto Protocol!. For the power in-
dustry, those restrictions mainly apply to carbon dioxide emis-
sions. Now, two main strategies have been individuated to achieve
the Kyoto Protocol requirements:~i! switching from coal or oil to
natural gas~improving, at the same time, the conversion effi-
ciency by substituting old steam plants with state-of-the-art com-
bined cycles! and ~ii ! resorting to a limited amount of renewable
energy sources. However, an extensive recourse to these methods
cannot be considered practical and feasible~both for economic
and technological reasons!, if a substantial reduction of CO2 emis-
sions below 1990 levels should be accomplished in the future.
Carbon dioxide sequestration is therefore increasingly regarded as
an effective strategy to limit greenhouse gases emissions in a
power market dominated by fossil fuels.

On the subject of CO2 sequestration, the authors of the present
paper have considered some plant configuration based on the use
of coal as the fuel~@1–4#!. The reasons for referring to coal~and,
in particular, to coal gasification and IGCC technology! are quite
straightforward:~i! coal combustion produces more CO2 per kWh,
~ii ! coal is the most utilized and abundant fossil fuel resource.
However, the complexity and cost of CO2 removal added to the
ones of IGCCs makes such configurations poor candidates for the
realization of pilot or demonstration plants for the near future. As

a matter of fact, natural gas combined cycles are now a sound and
effective technology and the application of novel sequestration
technologies can be proposed with limited risks.

Generally speaking, three removal strategies can be proposed:
~i! CO2 separation from flue gases,~ii ! using CO2 as the main
working fluid in a power cycle, and~iii ! fuel conditioning to re-
move carbon prior to combustion. The first strategy was consid-
ered by many authors~see, for instance,@5,6#!. According to our
analyses~for IGCC, @2,4#, for natural gas combined cycles,@7#!,
the best results are obtained by chemical absorption with semi-
closed gas turbine cycles, in which exhausts are partially recircu-
lated to the compressor inlet, in order to increase CO2 concentra-
tion in flue gas~@8#!. Power cycles based on CO2 as the main
working fluid require pure oxygen as the oxidizer and bring about
large modifications to existing machines. They were addressed by
Chiesa and Lozza@1#, Mathieu and De Ruyck@9#, Ulizar and
Pilidis @10#, using gas turbine cycles, and by Mathieu and Nihart
@11# using liquid phase compression cycles. For natural gas com-
bined cycles, this strategy is less attractive than for IGCCs, since
the high hydrogen content of methane claims for a large oxygen
requirement per kg of produced CO2. The latter strategy~fuel
decarbonization! is of particular interest, because separation treat-
ments are concentrated on the fuel, rather than on exhausts or
oxidizer ~@12,13#!. Therefore, much lower gas quantities must be
conditioned with reduced equipment size and cost and lower en-
ergy requirements. Chiesa and Consonni@3# studied IGCC sys-
tems with shift reactors to convert CO to CO2 and with subse-
quent CO2 separation from synthetic gas. Chiesa et al.@4# and
Doctor et al.@14# recognized a certain superiority of this system,
compared to ones based on the previous strategies.

The aim of the present paper is to apply the fuel decarboniza-
tion concept to natural gas, to efficiently remove CO2 from com-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-163. Manuscript received by IGTI November 1999; final
revision received by ASME Headquarters February 2000. Associate Editor: D. R.
Ballal.
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bined cycles with limited addition of new equiment. Two basic
chemical reactions can be addressed to obtain hydrogen and car-
bon monoxide from methane:

• partial oxidation: CH41
1
2O2→CO12H2135.67 kJ/mol

• reforming: CH41H2O→CO13H22206.158 kJ/mol
and a third one is required to convert CO to CO2:

• shift: CO1H2O→CO21H2141.154 kJ/mol.

Therefore methane can be converted to carbon dioxide~to be
separated, compressed, and liquefied for long-term storage or deep
sea disposal! and hydrogen, to be used as the fuel in the combined
cycle. These concepts are here studied and applied to integrated
plant configurations: the first part of the paper will consider partial
oxidation schemes, while reforming will be addressed in the sec-
ond part, together with cost estimation.

2 Partial Oxidation: Basic Plant Concept and Chemis-
try

Figure 1 shows the rate of conversion of the carbon present in
the natural gas1 in an adiabatic reactor as a function of the air/
natural gas mass ratio, for three operating pressures. The influence
of steam addition is also considered. The resulting gas composi-
tion is calculated by chemical equilibrium. The figure shows that
the air flow is the main parameter governing the methane conver-
sion, necessary to obtain the fuel decarbonization. Pressure is rel-
evant especially at low air/natural gas ratios. To obtain an elevated
conversion rate of natural gas~ng! into CO or CO2 ~higher than 99
percent!, lower air quantities would be required for an atmo-
spheric reactor (4.25 to 4.5 kgair /kgng), but the use of a pressur-
ized process is fully compatible with an elevated CO2 removal,
provided that higher air quantities are used
(5.25 to 5.5 kgair /kgng). The addition of steam contributes to re-
duce the air requirement and moderates the operating temperature,
due to the endothermic steam reforming reaction. The advantages
of a pressurized solution are mainly related to the reduced size
and cost of:~i! reactors and catalysts,~ii ! equipments necessary to
gas expansion and fuel compression, and~iii ! heat exchangers for
reactants pre-heating and syngas cooling. An atmospheric solution
was considered by Bordiga and Campagna@15# not showing effi-
ciency improvements with respect to pressurized solutions, due to
the losses in those components. Therefore, we will only address
pressurized partial oxidation schemes.

A combined cycle power plant including the fuel partial oxida-
tion and CO2 removal is conceptually represented by Fig. 2. The
synthetic gas produced from natural gas, air, and steam is cooled
down and enters the shift reactors, whereby CO2 and H2 are
formed by consuming steam, previously added to syngas. Shift
reaction is exothermic and heat is removed by steam production.
To enhance CO conversion to CO2 a second shift reactor is used at
lower temperatures, favoring shift advancement. The syngas is
cooled down to near-ambient temperature, suitable for CO2 sepa-
ration. Both chemical or physical absorption will be addressed:
the former can be carried out at any gas pressure, the latter re-
quires a rather high pressure~about 40 bar! to achieve a sufficient
removal ~as we will discuss later!. Decarbonized synthetic fuel
can now be used by a conventional combined cycle~differences
are limited to the combustion system and to the steam flows re-
quired by integration with the fuel treatment section!. Separated
CO2 is eventually liquefied by compression and made available
for long-term storage.

3 Method of Calculation and Power Section Charac-
teristics

Before addressing with more detail the plant configuration, let
us recall briefly the main features of the method of calculation
used for predicting the on-design overall performance and the
energy balance of the plant. It was described in previous papers,
with reference to the gas turbine model~@16,17#!, the steam plant
model~@18#!. The main features are:~i! capability of reproducing
very complex plant schemes by assembling basic modules, such
as turbine, compressor, combustor, steam section, chemical reac-
tor, heat exchanger, etc.,~ii ! built-in correlations for efficiency
prediction of turbomachines, as a function of their operating con-
ditions, ~iii ! built-in correlations for predicting cooling flows of
the gas turbine,~iv! calculation of gas composition at chemical
equilibrium at reactors exit temperature: If necessary, approach
temperature difference can be imposed to better reproduce gas
composition. Ideal gas behavior is assumed for all gaseous spe-
cies, with the exceptions of water/steam in the steam cycle mod-
ule and of carbon dioxide during its final compression and lique-
faction ~a particular calculation module was used to perform this
task: Details are given by Chiesa and Lozza,@1#!. The method
enables the possibility of studying heavily integrated processes
and of performing a complete second-law analysis of the entire

1Natural gas molar composition is here assumed as: 91.18 percent CH4, 4.41
percent C2H6, 0.1 percent C3H8, 4.31 percent N2. Molecular mass is 17.2, lower and
higher heating values are 46.3 and 51.3 MJ/kg. One kg of natural gas produces
2.5656 kg of CO2. Different natural gas compositions cannot alter significantly the
results here presented.

Fig. 1 Rate of methane conversion in an adiabatic partial oxi-
dation reactor, at three operating pressures. The input flows
are natural gas and steam at 565°C and air at 400°C.

Fig. 2 Conceptual plant scheme of a combined cycle with par-
tial oxidation
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plant. Chemical absorption processes are studied by means of
commercial software Aspen™~@19#!: Given the composition of
the inlet gas, power and steam requirements are calculated, as well
as the composition of the separated gases. Those data are given
back to our model for the final plant balance. The same procedure
is adopted for physical absorption, but based on a model devel-
oped by the authors for systems using Selexol™ absorption me-
dium. The configuration of both systems will be addressed later.

Coming back to the power section, the assumptions used for
calculating the performance of the various components are re-
ported in a previous work~@20#!. In this paper, the power section
is based on an heavy-duty gas turbine of the present technology,
usually referred as ‘‘FA.’’ The main characteristics and perfor-
mance of the ‘‘reference’’ combined cycle~without CO2 removal
techniques! are reported in Table 1, as calculated by our computer
model. The assumptions for calculating components performance
will be kept unmodified for the cycles here proposed. If necessary,
IP and LP steam pressure will be optimized for each plant, while
HP pressure will be set at 140 bar. The configurations here ana-
lyzed will be based on the same gas turbine engine of the refer-
ence combined cycle: In particular the compressor air flow of 625
kg/s will impose the actual size of the considered plants.

The main assumptions used for calculating the plant compo-
nents not included in the power section are reported in Table 2.
For all cycles considered, auxiliaries power consumption accounts
for feedwater pumps and for cooling water circulation pumps: for
the latter, an electricity consumption of one percent of the dis-
charged heat was assumed~a realistic figure for sea or river water
availability! for all types of heat exchangers releasing heat to the
ambient~condensers, intercoolers, etc.!.

4 System Based on Chemical Absorption

4.1 Detailed Plant Configuration. Figure 3 provides a full
overview of a plant layout based on chemical absorption. The

partial oxidation reactor is fed by natural gas~previously pre-
heated in the HRSG—heat recovery steam generator—point 5!,
pressurized air from the gas turbine compressor~thus setting the
reactor pressure at about 15 bar—point 6! and superheated steam
from the HRSG~point 4!. The synthetic gas~point 7! is intro-
duced into a heat exchanger including three sections: the high
temperature convective cooler, the high temperature shift reactor
~with a cooled catalyst bed!, and an intermediate temperature
cooler. The first two sections rise superheated high pressure steam,
to be ducted to the steam turbine, the last section warms up high
pressure feedwater to be evaporated in the previous sections to-
gether with feedwater coming from the HRSG high pressure
economizer. The syngas at moderate temperature~point 8! is
treated by the second low-temperature adiabatic shift reactor. The
reason for dividing into two stages the shift reaction is to produce
the highest possible quantity of high pressure steam in the high
temperature reactor. The second reactor enables an elevated CO
conversion efficiency~favored by low temperature!, limiting the
amount of intermediate~rather than high! pressure steam gener-
ated by the shift reactions. A final heat recovery is performed by
splitting the gas into two streams, one to warm up cold feedwater
for the high temperature heat recovery, one for preheating fuel gas
after separation. The syngas is cooled down to near-ambient tem-
perature and treated by the absorber, whereby most of the CO2 is
removed. The remainder~mostly hydrogen and nitrogen! is com-
pressed to the pressure necessary to gas turbine combustor, pre-
heated and eventually utilized as the fuel.

The separation plant scheme is quite conventional for chemical
absorption. CO2 is absorbed by a diethanolamine~DEA! aqueous
solution at 40 percent weight~selected to minimize corrosion
problems, according to@21#!. The rich solution from the absorber
is preheated by the lean solution and regenerated in a stripping
column by means of steam generated at the column bottom, mak-
ing use of heat provided by a steam flow extracted from the steam

Fig. 3 Plant configuration of the partial oxidation combined
cycle with chemical absorption

Table 1 Performance and characteristics of the reference
combined cycle.

Gas Turbine Cycle Steam Cycle

Air flow: 625 kg/s Three pressure—reheat
Pressure ratio: 15.1 HP steam pressure: 140 bar
Turbine inlet temp.~* !:1315°C RH/IP steam pressure: 30 bar
Turbine outlet temp.: 611°C LP steam pressure: 4 bar
Natural gas @40 bar, 15°C Condensing pressure: 0.05 bar
Ambient temperature: 15°C HP/RH steam temp: 565°C
Pressure loss in/out: 1/3 kPa DT at pinch-point: 10°C
Power output: 237.6 MWe Turbine output: 139.8 MWe
Efficiency: 35.72 percent Auxiliaries: 4.2 MWe

Combined cycle net power output: 373.2 MWe
Combined cycle net efficiency: 56.11 percent

Specific CO2 emission: 0.3555 kg/kWh

~* ! first rotor total inlet temperature.

Table 2 Main assumptions used for calculation of the syngas
treatment components and of the separation processes

Chemical reactors and heat exchangers:
Thermal losses: 0.7 percent of exchanged power
Pressure losses: 15 percent in the entire syngas circuit
Minimum DT in heat transfer: 10°C

Chemical absorption:
CO2 concentration at absorber inlet: 0.15 mols/molDEA
Minimum DT at solution regenerator: 10°C
Stripping pressure: 16 bar
Steam supply @8 bar~DT in reboiler55°C!
Max. gasDp in absorber/stripper: 4/10 kPa
Number of intercoolers for CO2 compressor: 2

Physical absorption:
CO2 concentration at absorber inlet: 0.1 mols/molSELEXOL
Number of flash chambers: 4
Last chamber pressure: to obtain 95 percent CO2 removal
Number of intercoolers for CO2 compressor: 3
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turbine ~warm condensate is re-used as feedwater for the high
temperature syngas cooler!. The CO2 steam mixture from the top
of the stripper is condensed, leaving almost pure CO2 in the gas-
eous phase: it is compressed to the final pressure of 80 bar by an
intercooled compressor and liquefied in a final cooler, making
CO2 available for storage or disposal.

In the stripping process, pressure can be freely selected: with a
low stripping pressure, low pressure steam can be supplied, reduc-
ing the power loss from the steam turbine, but higher CO2 com-
pression power is required. Performed calculations~not reported
here for brevity! demonstrate that, for stripper pressures from 2 to
16 bar, the two effects compensate reciprocally with limited influ-
ence on the plant efficiency~less than 0.1 percentage point!.
Therefore an elevated stripping pressure~16 bar! was selected,
due to the reduced size of the stripper and the lower cost of the
pumping system~if a low pressure is selected, a solution expander
is recommended to balance the power needs of the solution
pump!.

4.2 Optimization and Discussion of Results. A prelimi-
nary analysis of the partial oxidation–shift system was carried out
to properly select the mass flow rate of air and steam necessary for
achieving an elevated natural gas conversion rate to carbon diox-
ide, sufficient to allow for a 90 percent carbon dioxide removal.
The first step is the conversion of carbon from natural gas into
oxidated species, carried out in the partial oxidation reactor. With
a stipulated pressure of 15 bar~selected to use the compressed air
at about 400°C available at the heavy-duty gas turbine compressor
discharge!, Fig. 4~a! ~giving a better detail than those of Fig. 1!
shows that an air/natural gas higher than 5.25 is required to con-
vert more than 99 percent of carbon. Considering that an exces-
sive air consumption is detrimental to the cycle efficiency and

reduces the gas heating value, the air/natural gas mass ratio of
5.25 was stipulated. The selection of the water consumption is
more questionable, because it also involves the following shift
reaction. Even if Fig. 4~a! shows that it is not strictly necessary to
partial oxidation, Fig. 4~b! suggests that it moderates the reactor
operating temperature~endothermic steam reforming takes place,
removing sensible heat! and Fig. 4~c! demonstrates that larger
amount of CO2 is produced~due again to steam reforming!. In
addition to these two positive effects, it must be considered that
steam addition is mandatory to complete the carbon conversion to
CO2 in the shift reactors. Figure 5 shows the rate of carbon con-
version to CO2 after shift reactors, at 15 bar, 230°C and
5.25 kgair /kgng. It is clearly shown that a mass ratio of about 1
must be selected if a carbon conversion higher than 94 percent
should be achieved~this value is necessary to obtain a final CO2
removal of 90 percent!. Higher values of steam addition are not
suggested, because of the power loss of the steam turbine. Given
the generality of the discussed curves and the hypothesis of
chemical equilibrium, the results of Fig. 5 are practically indepen-
dent of the position for steam addition, i.e., it can be introduced in
the partial oxidation reactor or before the shift reactor. The first
solution was therefore preferred, for the reasons outlined by Figs.
4~a! and 4~b!. It can be summarized that the best compromise
between efficiency and elevated CO2 removal is achieved by im-
posing:

• an air/natural gas mass ratio of 5.25;
• a steam/natural gas mass ratio of 1;
• the full steam addition into the partial oxidation reactor rather

than into the shift reactor.

Table 3 Results obtained for the partial oxidation configura-
tion with chemical absorption of Fig. 3. The plant size is deter-
mined by the gas turbine compressor air flow of 625 kg Õs.

Plant Configuration With Chemical Absorption

Electric power balance, MWel
Gas turbine output 233.4
Steam turbine gross output 177.1
Syngas compressor 5.6
CO2 compressor 4.4
Solution pump 0.3
Auxiliaries 6.2
Net power output 394.0

Heat released to cooling water, MWth
Steam cycle condenser 234.4
Absorption condenser and coolers 69.3
CO2 compressor coolers 14.2

Heat to stripper reboiler, MWth 68.5
Solution regenerator load, MWth 190.0
CO2 removal rate, percent 90.1
Specific CO2 emission, kg/kWh 0.0409
Natural gas input~LHV !, MW 812.8
Overall net efficiency, percent 48.47

Fig. 4 Influence of the air and steam additions on the operat-
ing characteristics of an adiabatic partial oxidation reactor at a
pressure of 15 bar. Inlet temperatures at 400°C for air, 565°C for
steam and natural gas.

Fig. 5 Carbon conversion efficiency of a shift reactor, follow-
ing a partial oxidation reactor, as a function of the steam
addition
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Based on those statements and on the assumptions of Section 2,
the cycle calculation does not require further discussion. The
power balance and the overall efficiency of the plant configuration
of Fig. 3 are reported in Table 3. Pressure, temperature, mass flow,
and composition of the main points are reported in Table 4. We
can comment that a loss of efficiency of about eight percentage
points was found, with respect to the reference combined cycle of
Table 1~a detailed discussion will be given later!. On the contrary,
the net power output at the same air flow increases~395 versus
373 MW!, due to an higher steam turbine output~177 versus 140
MW!, able to override the power consumption of the syngas and
CO2 compressors and the power loss of the gas turbine~24.2
MW, due the lower gas flow in the expansion, deprivated of the
CO2!. Even if a large steam extraction is necessary for the stripper

~26.7 kg/s!, a relevant high-pressure steam flow comes from the
high temperature heat recovery from syngas~81 kg/s!: the steam
flow at turbine admission is therefore as large as 127 kg/s versus
74.1 of the reference combined cycle. Such a large steam produc-
tion is made possible by the larger natural gas input~809 versus
665 MW! caused by the lower efficiency.

5 System Based on Physical Absorption

5.1 Detailed Plant Configuration. The system based on the
physical absorption is shown in Fig. 6. Apart from the absorption
system itself, differences from the previous scheme rise from a
selected pressure of 40 bar~rather than 15! for the oxidation-shift-
absorption processes. Being the physical absorption based on the
variation of the solubility of CO2 within a solvent at different
pressures, an elevated absorption pressure results into a limited
void fraction within the last flash chamber. The pressure level of
40 bar is achieved by introducing a booster compressor between
the gas turbine compressor and the oxidation reactor. To limit the
operating temperature of this machine at 550°C and to reduce
power requirement, air is cooled before entering the booster, by
generating high pressure steam. Natural gas is preheated in the
HRSG. The gas history~partial oxidation, shifts, heat recovery,
absorption! is very similar to the previous case. However, the
larger pressure claims for a slightly higher air/natural gas mass
ratio to obtain the same methane conversion of the previous case
~5.35 versus 5.25!, as shown in Fig. 1. The final syngas, depri-
vated of CO2, is expanded~rather than compressed! and heated
before and after the expansion by recovering heat from the raw

Fig. 6 Plant configuration of the partial oxidation combined
cycle with physical absorption

Table 5 Results obtained for the partial oxidation configura-
tion with physical absorption of Fig. 6. The plant size is deter-
mined by the gas turbine compressor air flow of 625 kg Õs.

Plant Configuration With Physical Absorption

Electric power balance, MWel
Gas turbine output 232.3
Steam turbine gross output 216.0
Syngas expander 11.4

Air booster compressor 24.0
CO2 compressor 19.1
Solution pump 4.3
Auxiliaries 6.4
Net power output 405.9

Heat released to cooling water, MWth
Steam cycle condenser 312.0
Final syngas cooler 6.3
CO2 compressor coolers 28.9

CO2 removal rate, percent 90.1
Specific CO2 emission, kg/kWh 0.0404
Natural gas input~LHV !, MW 834.7
Overall net efficiency, percent 48.63

Table 4 Mass flow, pressure, temperature, and chemical composition of the most important points of the particle oxidation
scheme with chemical absorption. Points are reported in Fig. 3.

Point G p T Ar CH4 CO CO2 H2 H2O O2 N2 LHV MHV

Fig. 3 kg/s bar °C percent molar composition MJ/kg
1 625 1.00 15 .92 - - .03 - 1.03 20.7 77.3 - -
2 506 14.7 1368 .88 - - .58 - 15.2 9.06 74.3 - -
3 614 1.04 604 .89 - - .49 - 12.9 11.0 74.8 - -
4 17.6 24.0 565 - - - - - 100 - - - -
5 17.6 40.0 568 - 91.2 - - - - - 4.31 46.3 51.3
6 92.2 15.2 397 .92 - - .03 - 1.03 20.7 77.3 - -
7 127 14.8 980 .45 .06 11.6 3.95 29.6 16.1 - 38.3 5.41 6.45
8 127 14.5 180 .45 0.6 4.08 11.5 37.1 8.55 - 38.3 5.25 6.29
9 127 14.0 222 .45 .06 .76 14.8 40.5 5.23 - 38.3 5.18 6.22
10 122 13.7 35 .47 .07 .80 15.5 42.5 .42 - 40.2 5.42 6.40
11 81.1 17.4 197 .55 .08 .94 .94 49.8 .51 - 47.2 8.14 9.60
12 517 14.5 35 Diethanolamine-water 40 percent solution - -
13 40.6 14.9 35 - - - 100 - - - - - -
14 26.7 8.00 411 - - - - - 100 - - - -
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syngas. The bottom part of Fig. 6 shows the absorption system,
which consists of a number of flash chambers in which CO2 is
simply released by lowering the solution pressure. Gas released by
the first chamber includes a substantial amount of CO and hydro-
gen and is recycled to the absorber. Multiple flash allows a re-
duced compression power: large part of the CO2 is released at
intermediate pressures. From the last chamber, the lean solution is
pumped back to the absorber. The pump is partially driven by a
solution expander. The last flash chamber pressure is determined
by the imposed removal rate. A near-atmospheric chamber allows
for a 79.6 percent CO2 separation. To obtain a removal rate of 95
percent a pressure as low as 0.25 bar is necessary, according to
our calculation.

5.2 Results. The calculation results are shown in Tables 5
and 6. Compared to the previous case with chemical absorption,
Table 5 shows approximately the same gas turbine power and a
larger steam turbine output~139 MW!, because of the absence of
the steam extraction for the stripper. The syngas is expanded~11.4
MW! rather than compressed, but the air booster compressor re-
quires as much as 24 MW. The CO2 compressor power consump-
tion is larger~19.1 versus 4.4 MW!, due to the higher pressure
ratio. The net power output is 404 MW~versus 392 of the previ-
ous case!. The natural gas input is slightly higher. This is due to
the larger air flow used by the partial oxidation reactor, at higher
temperature, thus increasing the heat available for steam genera-
tion from syngas cooling. This heat amount must be provided by a
larger fuel consumption, being the heat input to the gas turbine
imposed by the assumed air flow.

As a result, the net efficiency does not change significantly, as
well as the syngas characteristics shown by Table 6. As a matter of
fact, the two plants are very similar, apart from the separation
system. A more detailed discussion about efficiency will be given

in Part II, Section 5, by means of the second law analysis applied
to both partial oxidation and reforming techniques.

5.3 Sensitivity to Air and Steam Addition. The results are
influenced by the air and steam mass flow added into the partial
oxidation reactor, as anticipated in Section 4.2. A sensitivity
analysis is shown in Table 7, substantiating the trends qualita-
tively exposed in that chapter:

• With respect to the base case of Table 5, a 15 percent increase
of the air/n.g. ratio~case 2! primarily yields to an higher water,
rather than hydrogen, production in the oxidation reactor. This
reduces the syngas heating value: therefore, larger thermal input is
required to drive the same gas turbine. The steam flow produced
by syngas heat recovery increases, due to the higher syngas tem-
perature and mass flow, leading to increased steam turbine output.
The larger water fraction within syngas increases the efficiency of
the shift conversion, resulting in a better CO2 removal~92.5 ver-
sus 90 percent!. The loss of thermodynamic efficiency is relevant
~one percentage point! due to the larger heat flow handled by the
steam section rather than by the combined cycle.

• A 15 percent increase of the steam flow to oxidation reactor is
useful to improve the shift conversion and the CO2 removal effi-
ciency ~91.4 versus 90 percent!, at the expenses of a power loss
from the steam turbine. To obtain the same removal efficiency of
case 2, a steam addition as large as 1.62 is required, in which case
efficiency drops to 47.5 percent.

• Case 4 considers the 15 percent steam flow augmentation
applied to case 2: it results into a comparable power loss~2 MW!,
but the increase of the removal efficiency is much lower~0.4
versus 1.2 points!: for case 2 steam is already abundant for an
efficient shift reaction.

6 Conclusions
Natural gas partial oxidation may represent an effective strategy

for CO2 sequestration from fossil fuel power plants. The conver-
sion efficiency decay is about 7.5 percentage points, when com-
pared to a conventional combined cycle of the same technology
level. When evaluating this loss, it must be kept into account that
the CO2 cannot be produced separately without a loss of mechani-
cal power, even with reversible processes, and this accounts for
about three points of efficiency~see Part II!. The use of chemical
absorption at moderate syngas pressure~15 bar! or of physical
absorption at elevated pressure~40 bar! does not alter significantly
the plant efficiency, provided that the operating parameters are
carefully optimized. More details about thermodynamic aspects
will be given in Part II, by means of the second-law analysis,
together with an assessment of the plant economic aspects and of
the additional cost of electricity.

Table 6 Mass flow, pressure, temperature, and chemical composition of the most important points of the partial oxidation
scheme with physical absorption. Points are reported in Fig. 6.

Point G p T Ar CH4 CO CO2 H2 H20 O2 N2 LHV MHV

Fig. 6 kg/s bar °C percent molar composition MJ/kg
1 625 1.00 15 .92 - - .03 - 1.03 20.7 77.3 - -
2 504 14.7 1368 .88 - - .58 - 15.4 8.76 74.4 - -
3 613 1.04 604 .89 - - .49 - 13.0 10.8 74.9 - -
4 18.0 40 387 - - - - - 100 - - - -
5 18.0 40 568 - 91.2 - - - - - 4.31 46.3 51.3
6 96.5 40 557 .92 - - .03 - 1.03 20.7 77.3 - -
7 133 38 1042 .45 .14 11.7 3.70 28.6 16.7 - 38.8 5.29 6.31
8 133 37 182 .45 .14 3.88 11.5 36.4 8.86 - 38.8 5.12 6.15
9 133 36 222 .45 .14 .68 14.7 39.6 5.67 - 38.8 5.06 6.08
10 126 35 35 .47 .15 .72 15.5 41.9 .16 - 41.0 5.33 6.28
11 84.1 17.4 125 .56 .17 .85 .89 49.2 .19 - 48.1 7.97 9.39
12 1611 35 25 Selexol - -
13 41.7 3 25 - - - 100 - - - - - -

Table 7 Performance of configurations with physical absorp-
tion, characterized by different air and steam Õnatural gas mass
ratios „case 1: base, case 2: ¿15 percent air, case 3; ¿15 per-
cent steam, case 4: ¿15 percent air and steam …

Case 1 Case 2 Case 3 Case 4

Air/natural gas mass ratio 5.350 6.153 5.350 6.153
Steam/natural gas mass ratio 1.000 1.000 1.150 1.150
Natural gas input, MWLHV 834.7 901.8 835.2 902.1
Sequestrated CO2, kg/s 41.71 46.24 42.31 46.46
CO2 removal efficiency, percent 90.17 92.53 91.41 92.94
Gas turbine output MW 232.3 228.8 232.3 228.8
Steam turbine output, MW 216.0 251.9 214.3 249.8
CO2 sep./compression, MW 23.4 26.1 23.6 26.2
Net power output, MW 406.0 430.3 404.0 428.1
Net plant efficiency, percent 48.64 47.71 48.37 47.46

Journal of Engineering for Gas Turbines and Power JANUARY 2002, Vol. 124 Õ 87

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgments
The present work was performed within the ‘‘Low CO2 Emis-

sion Fossil Fuel Power Plants’’ research program, co-funded by
the Italian Ministry of University, Science and Technology
~MURST–Cofin ’99!.

References
@1# Chiesa, P., and Lozza, G., 1998, ‘‘CO2 Emission Abatement in IGCC Power

Plants by Semiclosed Cycles. Part A: With Oxygen-Blown Combustion,’’
ASME J. Eng. Gas Turbines Power,121, pp. 635–641.

@2# Chiesa, P., and Lozza, G., 1998, ‘‘CO2 Emission Abatement in IGCC Power
Plants by Semiclosed Cycles. Part B: With Air-Blown Combustion and CO2
Physical Absorption,’’ ASME J. Eng. Gas Turbines Power,121, pp. 642–648.

@3# Chiesa, P., and Consonni, S., 1999, ‘‘Shift Reactors and Physical Absorption
for Low CO2 Emission IGCCs,’’ ASME J. Eng. Gas Turbines Power,121, pp.
295–305.

@4# Chiesa, P., Consonni, S., and Lozza, G., 1998, ‘‘A Comparative Analysis of
IGCCs With CO2 Sequestration,’’Proc. of 4th International Conference on
Greenhouse Gas Control Technologies, Interlaken, CH, pp. 107–112, Perga-
mon, Amsterdam, NL, Aug., Interlaken, Switzerland, Pergamon, Amsterdam,
pp. 107–112.

@5# Smelser, S. C., Stock, R. M., and McCleary, G. J., 1991, ‘‘Engineering and
Economic Evaluation of CO2 Removal From Fossil-Fuel-Fired Power Plants—
Vol. 1, Pulverized-Coal-Fired Power Plants,’’ EPRI Report IE-7365.

@6# Eliasson, B., Riemer, P., and Wokaun, A., eds., 1999,Greenhouse Gas Control
Technologies, Pergamon, Amsterdam.

@7# Chiesa, P., and Consonni, S., 1999, ‘‘Natural Gas Fired Combined Cycles With
Low CO2 Emissions,’’ ASME paper 99-GT-370.

@8# Corti, A., Lombardi, L., and Manfrida, G. P., 1998, ‘‘Absorption of CO2 With
Amines in Semiclosed GT Cycle: Plant Performance and Operating Costs,’’
ASME paper 98-GT-395.

@9# Mathieu P., and De Ruick J., 1993, ‘‘CO2 Capture in CC and IGCC Power
Plants Using a CO2 Gas Turbine,’’ASME Cogen-Turbo, Vol. 8, New York.

@10# Ulizar, I., and Pilidis, P., 1997 ‘‘Design of a Semiclosed Cycle Gas Turbine
With Carbon Dioxide—Argon as Working Fluid,’’ ASME Paper 97-GT-125.

@11# Mathieu, Ph., and Nihart, R., 1998, ‘‘Zero Emission Matiant Cycle,’’ ASME
Paper 98-GT-383.
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Natural Gas Decarbonization to
Reduce CO2 Emission From
Combined Cycles—Part II:
Steam-Methane Reforming
This paper discusses novel schemes of combined cycle, where natural gas is chemically
treated to remove carbon, rather than being directly used as fuel. Carbon conversion to
CO2 is achieved before gas turbine combustion. The first part of the paper discussed
plant configurations based on natural gas partial oxidation to produce carbon monoxide,
converted to carbon dioxide by shift reaction and therefore separated from the fuel gas.
The second part will address methane reforming as a starting reaction to achieve the
same goal. Plant configuration and performance differs from the previous case because
reforming is endothermic and requires high temperature heat and low operating pressure
to obtain an elevated carbon conversion. The performance estimation shows that the
reformer configuration has a lower efficiency and power output than the systems ad-
dressed in Part I. To improve the results, a reheat gas turbine can be used, with different
characteristics from commercial machines. The thermodynamic efficiency of the systems
of the two papers is compared by an exergetic analysis. The economic performance of
natural gas fired power plants including CO2 sequestration is therefore addressed, find-
ing a superiority of the partial oxidation system with chemical absorption. The additional
cost of the kWh, due to the ability of CO2 capturing, can be estimated at about 13–14
mill$/kWh. @DOI: 10.1115/1.1395582#

1 Introduction and Basic Plant Concept

Steam reforming was considered by several authors as a possi-
bility to improve the efficiency of gas turbine cycles~see, for
instance,@1,2,3#!. The basic concept of those cycles~often ad-
dressed as CRGT: chemically recuperated gas turbine! is the uti-
lization of heat available at the turbine discharge to improve the
heating value of the input fuel by producing hydrogen. The goal
pursued by CRGTs is the achievement of an elevated conversion
efficiency without resorting to a closed steam cycle~thus elimi-
nating steam turbine, condenser, etc.!. In those cycles, it is not
essential to obtain an elevated conversion of methane into reform-
ing reaction products~CO and H2! because the unconverted meth-
ane is utilized as fuel. The situation is very different for the plant
configurations here considered: unconverted methane generates
CO2-rich exhausts, contrarily to the scope of the analysis. This
claims for methane conversion higher than 95 percent.

In general terms, the methane conversion rate by means of
steam reforming is a function of pressure, temperature, and steam/
methane ratio, as shown by Fig. 1 under the hypothesis of chemi-
cal equilibrium and for the assumed natural gas composition~see
Part I!. We can comment that

• the effect of pressure is very important: since the moles of
products are larger than those of reactants, a low pressure is es-
sential to obtain high conversion. For a pressure of 15 bar~the
minimum necessary for fuel of an industrial gas turbine!, tempera-
tures exceeding 900°C and large steam additions would be neces-
sary.

• a steam addition much larger than stoichiometric greatly
helps in reducing the operating temperature.

• even with low pressure and high steam consumption, an op-
erating temperature of 550–600°C, typical of gas turbine ex-
hausts, is not sufficient for elevated conversion.

Therefore, if the reformer operating temperature is to be kept
below 700–750°C for evident technological problems~material
costs and stress, availability, operating life, etc.! and if conversion
rates exceeding 95 percent are necessary, Fig. 1 shows that it is
mandatory to adopt a near-atmospheric reactor and a steam/
natural gas ratio higher than 3. As far as steam is concerned, it
must be considered that a large fraction of the unconverted steam
will be used in the following shift reactor; anyway any steam
consumption, in addition to what is strictly necessary to the chem-
istry, is detrimental to the cycle efficiency.

Another very important point is that the gas turbine exhausts
cannot provide the heat consumed by the reforming reaction at a
sufficient temperature level: supplementary firing will be therefore
required.

Since for CRGTs full methane conversion is not compulsory,
very different operating conditions can be assumed for the re-
former, addressing to different cycle arrangements~pressurized
operations, absence of supplementary firing!.

The conceptual plant configuration selected for our analysis
~Fig. 2! directly derives from the above considerations. The re-
former reactor converts the entering mixture of natural gas and
steam~derived from the steam cycle! into a H2 /CO-rich fuel, at
near-atmospheric pressure. Heat necessary to reforming is pro-
vided by the gas turbine exhausts, whose temperature is elevated
by supplementary firing: final decarbonized fuel must be used, not
to produce CO2. The fuel is therefore treated by shift reactors to
convert CO to CO2. CO2 is removed by a chemical absorption
system~physical absorption cannot be used because of the low gas

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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pressure! and subsequently compressed and liquefied for storage.
The decarbonized fuel is eventually used for the gas turbine~after
compression! and for the supplementary firing.

2 Detailed Plant Configuration
An overview of the selected plant configuration for the basic

reforming cycle is shown in Fig. 3. The reformer operates at near-
atmospheric pressure~1.15 bar on fuel side! and treats a mixture
of steam and natural gas~3.1:1 mass ratio-point 58!. Before mix-
ing, natural gas is expanded from the feed pressure~40 bar! with
a two-stage expander and reheated by exhausts heat recovery,
while steam~point 4! is extracted from the steam turbine and from
an LP drum. The mixture is preheated up to 565°C by exhausts
heat recovery and enters the first adiabatic section of the reformer.
The second section retrieves heat from the gas turbine exhausts
and~mainly! from the fuel~point 6! introduced into various burn-
ers in the catalyst bed. This configuration was selected to obtain a
temperature profile inside the reformer as shown qualitatively by
Fig. 4, i.e.,~i! to maximize the exhaust heat recovery: a tempera-
ture drop of about 120°C~with a limited rate of conversion! on the
gas/steam side in the adiabatic section makes possible to cool the
exhausts at the selected value of 480°C~point 38!; ~ii ! to keep the
operating temperature of the catalyst bed at acceptable values~a
temperature exceeding 1000°C would have been obtained with a

single supplementary firing operation!; and ~iii ! to obtain a final
reformed gas temperature of 700°C~point 7!, sufficient to achieve
a very high methane conversion.

The treatments of the reformed gas are similar to those shown
in Part I: The high temperature shift reactor is cooled by raising
HP steam, while the conversion of CO to CO2 ~favored by low
temperature! is completed in a low temperature shift reactor and
heat is recovered by feedwater preheating. An absorption system
retrieves CO2 from the reformed fuel~point 10!: A chemical sys-
tem based on diethanolamine-water solution is here adopted~due
to the low gas pressure! fully similar to the one described in Part
I, Section 4.1. Its operating conditions are different, because the
gas pressure here is lower~1.08 versus 14 bar! but the CO2 frac-
tion is much higher due to the absence of nitrogen into the mix-

Fig. 1 Rate of methane conversion in a reformer reactor as a
function of the temperature, as predicted by chemical equilib-
rium for two pressures „1 and 15 bar … and for different steam Õ
natural gas mass ratios „SGR…

Fig. 2 Conceptual plant scheme of a combined cycle with
steam Õmethane reforming

Fig. 3 Plant configuration of a combined cycle with steam re-
forming and CO 2 sequestration by chemical absorption

Fig. 4 Qualitative temperature profile inside the reformer, as
stipulated for the plant configuration of Fig. 3
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ture. The final fuel~mainly hydrogen-point 11! is compressed be-
fore being used by the gas turbine: The compressor includes two
intercoolers at pressures optimized to limit the compression work
while keeping an assumed maximum final temperature of 225°C.

On the power plant point of view, a particular feature is that
only a part~about 45 percent! of the exhausts is ducted to the
reformer~and therefore reintroduced in the HRSG at 480°C!, re-
ducing its size. Superheated and reheated steam together with pre-
heated natural gas/steam mixture at 565°C are raised from the
remainder fraction of gas turbine exhausts at 604°C.

3 Discussion of the Results
Calculations were performed by using the same set of assump-

tions described in Part I~Section 3!. The results are reported by
Table 1~‘‘simple cycle’’ column! and Table 2.

Compared to the cases analyzed in Part I, the power balance
shows a larger gas turbine output~114 MW, due to the absence of
air extraction, not fully compensated by the lower fuel flow!, but
a severe reduction of the steam turbine output: More than 73 MW
are lost with respect to the chemical absorption system of Part I.
This is due to four factors:~i! HP steam produced by syngas heat
recovery is much less, because of the lower syngas mass flow and
temperature;~ii ! temperature of gases coming from the reformer
to the HRSG is lower than for gas turbine exhausts;~iii ! a 2.6
times larger steam flow is extracted for the reformer rather than
for partial oxidation, even if at a lower pressure; and~iv! the
steam requirement for the stripper is larger~data for comparison
from Table 2 and Table 4 of Part I!. This is confirmed by the much
lower thermal power discharged by the condenser. The increased
requirements of the separation plant can be attributed to the near-
atmospheric operations: The reduced CO2 partial pressure claims

Table 1 Results obtained for the methane Õsteam reforming
configurations with chemical absorption of Fig. 3. The results
in the last column are relative to a reheat gas turbine. The plant
size is determined by the compressor air flow of 625 kgs Õs.

Plant Configurations With Reforming
Simple
Cycle

Reheat
Cycle

Electric power balance, MWel
Gas turbine output 247.3 292.0
Steam turbine gross output 102.8 107.9
Natural gas expander 8.2 8.9
Hydrogen compressor 29.5 35.0
CO2 compressor 9.8 10.7
Auxiliaries ~incl. solution pump! 3.6 3.8
Net power output 315.4 359.3

Heat released to cooling water, MWth
Steam cycle condenser 57.2 55.8
Absorption condenser and coolers 94.5 103.4
CO2 compressor coolers 19.0 20.8

Heat to stripper reboiler, MWth 93.9 102.7
Solution regenerator load, MWth 140.5 153.8
CO2 removal rate, percent 90.0 90.0
Specific CO2 emmission, kg/kWh 0.0434 0.0415
Natural gas input~LHV !, MW 684.1 748.7
Overall net efficiency, percent 46.10 47.99

Table 2 Mass flow, pressure, temperature, and chemical composition of the most important points of the reforming scheme with
chemical absorption. Points are reported in Fig. 3.

Point G p T Ar CH4 CO CO2 H2 H2O O2 N2 LHV HHV

Fig. 3 kg/s bar °C % molar composition MJ/kg
1 625 1.00 15 .92 - - .03 - 1.03 20.7 77.3 - -
2 522 14.7 1368 .85 - - .39 - 15.1 12.0 71.6 - -
3 634 1.05 604 .86 - - .33 - 12.7 13.5 72.6 - -
38 283 1.04 480 .83 - - .48 - 18.8 9.89 70.0 - -
4 45.8 1.15 156 - - - - - 100 - - - -
5 14.8 50.0 15 - 91.2 - - - - - 4.31 46.3 51.3
58 60.6 1.15 565 - 23.0 - - - 74.7 - 1.1 11.3 14.4
6 2.77 1.10 35 - .89 .54 .98 90.3 6.31 - 1.02 57.2 68.1
7 60.6 1.15 700 - .63 9.24 7.15 55.5 26.7 - .73 13.8 16.9
8 60.6 1.12 187 - .63 3.19 13.3 61.5 20.6 - .73 13.6 16.7
9 60.6 1.11 222 - .63 .38 16.0 64.4 17.8 - .73 13.5 16.6

10 60.6 1.10 35 - .73 .44 18.5 74.5 5.20 - .84 16.9 20.1
11 8.95 17.4 224 - .93 .57 1.03 95.0 1.42 - 1.08 73.8 87.2
12 769 2.0 35 Diethanolamine-water 40% solution
13 34.1 2.0 35 - - - 100 - - - - - -
14 38.2 1.90 234 - - - - - 100 - - - -

Table 3 Exergetic analysis of the reference combined cycle „without CO 2 separation … and of the plant configurations with partial
oxidation, described by Part I, and with steam-methane reforming. ‘‘Reactants and fuel treatments’’ include „according to the plant
layout … air, steam, and natural gas preheating, syngas compression, natural gas expansion, air cooling, and compression.

Reference Combined
Cycle

Configuration With
Chemical Absorption

Configuration With
Physical Absorption

Configuration With
Steam Reforming

MW % MW % MW % MW %

Exergy input~natural gas! 699.2 100 855.6 100 878.6 100 722.6 100
Exergy output
Net electricity production 373.2 53.38 394.0 46.05 405.9 46.20 315.4 43.65
Separated CO2 - - 26.3 3.08 27.1 3.09 22.2 3.07

Exergy destruction
Gas turbine compressor 16.9 2.41 16.9 1.97 16.9 1.92 16.9 2.33
Gas turbine combustor 196.5 28.11 158.4 18.51 165.7 18.86 162.0 22.41
Gas turbine expansion 32.2 4.61 32.7 3.82 32.8 3.74 33.6 4.65
Heat recovery steam cycle 48.3 6.90 47.7 5.58 55.3 6.29 26.6 3.68
Exhaust discharge 19.6 2.80 17.3 2.03 17.3 1.97 24.5 3.40
El./mech. losses and auxiliaries 12.5 1.79 13.8 1.62 14.2 1.62 12.8 1.77
Reactants and fuel treatments - - 1.12 0.13 3.9 0.44 8.9 1.23
Partial oxid. reactor/reformer - - 95.3 11.14 90.8 10.34 59.8 8.27
Syngas heat recovery and shift - - 30.1 3.52 31.9 3.63 15.9 2.19
CO2 separation and compression - - 21.9 2.56 16.8 1.91 24.2 3.34
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a larger solution flow to remove the same gas flow, thus resulting
in a more demanding energy balance. From Table 3, a large power
consumption~not compensated by the sophisticated natural gas
expansion system! is caused by the hydrogen compressor~29.5
MW!, due to its huge volumetric flow. The net power output is
substantially lower than for previous cases, even if the plant is
based on the same gas turbine. The natural gas consumption is
lower, due to the reduced contribution to the steam cycle, but the
net efficiency is about 2.5 percentage points lower than for plants
using partial oxidation.

4 Reheat Gas Turbine
To increase the efficiency and the power output, a better utili-

zation of the fuel ducted to supplementary firing within the re-
former can be pursued by means of a reheat gas turbine. In the
basic cycle of Fig. 3, a 23 percent of the hydrogen produced is
used to provide heat to the endothermic reforming reaction. If this
fuel would be used by a second gas turbine combustor, the turbine
work would improve and higher temperature exhausts would be
available for reformer operations.

This concept requires a gas turbine engine different from those
available on the market: for instance, the only commercial reheat
machine~the ABB GT24/26,@4#! does not comply with the cycle
requirements, because its exhausts are too cold for the purpose
~640°C, due to its high pressure ratio! and cannot provide a suf-
ficient natural gas conversion into the reformer. Therefore we will
refer to the same gas turbine of the previous cases, ad hoc modi-
fied to include reheat at an intermediate pressure selected to pro-
vide sufficiently hot exhausts. Unfortunately, the hypothesis of
resorting to commercial engines drops, even if the resulting ma-
chine does not require any particular technology advancement
~but a substantial development effort!!. Our calculation are there-
fore devoted to substantiate the potential of new cycle configura-
tions.

The cycle improvements by means of a reheat machine are
shown in the last column of Table 1, with the operating gas tur-
bine conditions reported by Fig. 5. In particular, a turbine exhausts
temperature of 830°C is sufficient to provide the required thermal
power to the reformer without supplementary firing. All turbine
blades require cooling. A 14 percent power output and two per-
centage point of efficiency can be gained, but the performance
remains poorer than for partial oxidation cycles~making use of
the standard engine!.

5 Exergetic Analysis
The ability of producing carbon dioxide as a separated flow

yields to a loss of electric efficiency of 7.5 percentage points for
the two plants described in Part I, and of ten points for the basic
plant with steam reforming, when compared to the reference com-
bined cycle using the same power plant technology. To better

understand the reasons for this loss, an exergetic analysis was
performed for the four configurations. From the results reported in
Table 3, we can comment that

• the separated, pressurized CO2 is a thermodynamic asset pro-
duced by the plant~on the exergy point of view, it corresponds to
the reversible work produced by isothermal expansion of the liq-
uefied, pressurized CO2 to the partial pressure of CO2 in the en-
vironment!. It accounts for 3.08 percent of the exergy input by
natural gas, according to the stipulated removal rate~90 percent,
with very little variations among the three configurations!. For
instance, it can be said that the exergetic efficiency of the physical
absorption partial oxidation plant~under a strictly thermodynamic
approach! would be 49.29 rather than 46.20, as coming from the
electricity produced. This reduces the gap from the combined
cycle to 4.09 percentage points, a relatively small figure.

• the losses in the separation systems~pressure loss for physi-
cal process, steam consumption and heat transfer for chemical
systems, nonreversible compressions, etc.! are lower for the
physical process~1.91 percentage points!, while the chemical ab-
sorption systems performance depends on the required solvent
mass flow, much higher for the reformer configuration.

• a relevant exergy destruction takes place in the partial oxida-
tion reactor, but it is very closely compensated by a much lower
gas turbine combustor loss. This is not surprising, because the
combustion products are the same, independently on ‘‘where’’
oxidation takes place.

• the situation is different for the reformer. Losses of the re-
former include natural gas/steam mixing, heat transfer and hydro-
gen combustion~the latter accounts for about five of the eight
percentage point loss!. Their amount is lower than for partial oxi-
dation: fuel is ‘‘conditioned,’’ rather than ‘‘burnt,’’ apart from the
one used to supply heat.

• the syngas cooling processes provide a 3.5–3.6 percent loss
of efficiency for the partial oxidation plants, mainly due to the
high temperature of syngas used for steam production. Another
contribution comes from the treating of the reactants~air and natu-
ral gas, to be heated, expanded or compressed!. For the reformer
case, with lower temperatures, losses related to heat transfer and
steam production are reduced, but the irreversibilities of the hy-
drogen compressor are to be taken into account.

• for the partial oxidation schemes, the percentage losses in the
power cycle components~gas turbine compressor and expander,
steam cycle! are generally lower than for the combined cycle, due
to the higher natural gas input. However, in terms of MW lost due
to irreversibilities, the gas turbine machine shows little variations,
while the steam cycle shows higher losses caused by the larger
steam flow. The exhaust discharge loss is higher for the combined
cycle, because it also accounts for the CO2 dissipated.

• for the reformer scheme, the losses of the power section are
not different, in terms of MW, from the other cases~they are even
lower for the steam cycle, due to the reduced power output!, but
they are higher when referred to the smaller natural gas input.
Looking at the second law analysis, one reason of the poorer
performance of this cycle is its reduced ability to treat the input
fuel with the same hardware~providing the same losses in abso-
lute terms!.

6 Technology Considerations
The plant configurations here proposed are conceived for

prompt utilization in the power industry, especially as far as the
power section is concerned. Excluding the reheat turbine of Sec-
tion 4, the most important point is that very limited modifications
are required for the gas turbine engine, only regarding the com-
bustion system. For partial oxidation schemes the fuel heating
value is comparable to that of IGCC applications: However, in
most IGCC systems~the ones not including integrated air separa-
tion processes! a larger turbine flow is to be handled, sometimes
calling for nozzle modifications or for partial-load compressor op-
erations. This is not required here, because air is retrieved ahead

Fig. 5 Operating conditions of the reheat gas turbine opti-
mized for application within a combined cycle with steam re-
forming
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of the compressor and the turbine flow is slightly lower than for
the original machine. In addition, fuel is largely diluted by nitro-
gen, keeping the stoichiometric flame temperature about 300 K
below the one of natural gas: This is a good indication about
limited NO formation. For the reformer plant, the mass flow bal-
ance of the gas turbine is closely similar to the original situation,
due to the absence of air extraction and to very high heating value
of the fuel~95 percent hydrogen: see Table 2!. The flame tempera-
ture is very high~200 K higher than for natural gas! and the NOx
control may become a problem: Premixed combustor technology
is more difficult to be applied with a very reactive fuel as hydro-
gen, while a massive steam dilution will lead to a further loss of
efficiency. For both systems, CO emission will be negligible, due
to the virtual absence of carbon.

On the fuel treatment section point of view, the partial oxida-
tion process, including the shift reactors, should not represent a
technological challenge: Temperature levels are not extreme and
clean reactants are used. Therefore, problems affecting IGCC syn-
gas treatments should not be encountered here. The same holds for
the CO2 separation system.

On the contrary, the reformer reactor represents a challenging
device, mainly due to the elevated operating temperatures for the
heat exchanger-catalyst tube bank. In addition, it handles near-
atmospheric gaseous streams, thus claiming for large volumes,
heat transfer areas and costs. The same holds for the heat recovery
exchangers and for the shift reactors.

7 Economic Analysis
The scope of this chapter is the evaluation of the cost of

‘‘CO2-free’’ electricity, produced by the here considered power
plants. An increase of the cost of electricity, compared to conven-
tional combined cycle, can be easily anticipated, due to additional
hardware and lower efficiency. To assess its amount, the invest-
ment cost of the various component must be estimated. Table 4
reports the stipulated values used for this task, retrieved from a
critical analysis of the public literature~for instance,@5–9#!. It
must be specified that the cost estimation is very rough and valid
only for a preliminary analysis, especially for new hardware not
encountered in the usual power plant practice, as reactors and
catalysts. The cost estimation was performed for five plant ar-
rangements:

• NGCC: the natural gas fired combined cycle used for refer-
ence in this paper~see Part I!.

• PO-CA: the partial oxidation plant with chemical absorption,
described section 4 of Part I.

• PO-FA: the partial oxidation plant with physical absorption,
described section 5 of Part I.

• CC-CA: a conventional combined cycle with a chemical ab-
sorption system removing carbon dioxide from the exhausts, at the
end of the HRSG; steam for stripping is extracted from the steam

turbine; it was described by@10#, based on the same assumptions
of the present paper: Its net efficiency is 50.61 percent, with a
power output of 336.6 MW.

• SCC-CA: a semi-closed combined cycle with chemical ab-
sorption from the exhausts; it differs from the previous case be-
cause of exhausts recirculation at the compressor inlet, to improve
the CO2 concentration in the exhausts with the aim of reducing the
absorber size and steam consumption: Its efficiency is 51.09 per-
cent with a power output of 331.6 MW~@10#!.

The reformer configuration was not considered, mainly due to
the large uncertainties about the cost of the additional equipment,
in particular for the specific reformer configuration here ad-
dressed. However, considering the lower performance, the techno-
logical issues outlined in the previous chapter and some literature
indications@11,12#, it cannot be regarded at present as a winning
competitor.

The two systems based on CO2 removal from the exhaust gases
show a larger efficiency than the here presented plants and a sim-
pler plant configuration. Their drawbacks are:~i! a loss of power
output based on the same gas turbine unit~about 335 MW versus
400 MW of the present schemes!, due to the large steam extrac-
tion, ~ii ! the huge size of the absorption system, and~iii ! the
possibility of amine contamination by oxygen present in the ex-
hausts~an issue requiring further investigation and posing some
doubts about the system feasibility!. In addition, for the SCC-CA
the combustion system requires large development work because
of the low oxygen content of the oxidizer, thus claiming for a
combustor design different from the usual gas turbine practice.
These problems are eliminated by the present proposals, at the
cost of a more complicated fuel process.

The investment costs of the five systems are reported by Table
5; the resulting cost of electricity is shown by Table 6. We can
comment that

• the ability of removing CO2 yields to an increase of the elec-
tricity cost from 13 to 15 mills/kWh, i.e., about 40 percent com-
pared to a conventional combined cycle.

• the lower cost improvements are provided by the PO-CA and
the SCC-CA systems, with very little difference between them. It
must be outlined that additional costs for the above quoted com-
bustor development were not considered for the gas turbine unit.

• the PO-FA system has higher investment costs of the physical
~rather than chemical! absorption plant, according to our evalua-
tions ~Table 5!. The CC-CA requires a huge and expensive ab-
sorber. In general, the differences are mostly given by the invest-
ment costs.

• the fuel costs differs because of the efficiency. The O&M
costs of the SCC-CA and CC-CA are higher due to the amount
stipulated for DEA substitution and integration.

Eventually, Fig. 6 shows the rise of the cost of electricity due to

Table 4 Parameters adopted to scale investment costs. The cost C of a piece of hardware with size S is given by: C
ÄC0„SÕS0…

f .

Component Scale Parameter Base Specific Cost,C0 Base Size,S0 Scale Factor,f

Gas turbine Electric power 220 $/kW 240 MW -
Steam turbine Electric power 370 $/kW 200 MW 2/3
Electric machines and power section
balance of plant

Electric power 100 $/kW 450 MW 2/3

Partial oxidation and syngas cooling Fuel thermal input 25 $/kW 800 MW 2/3
Shift reactors and cooling Fuel thermal input 12.5 $/kW 1377 MW 2/3
High pressure absorbers Gas mass flow rate 30000 $/~kg•s21! 120 kg/s 2/3
Low pressure absorbers Gas volumetric flow rate 52000 $/~m3

•s21! 60 m3/s 1
Components of chemical absorption
other than absorbers

Solvent mass flow rate 23000 $/~kg•s21! 160 kg/s 1

Components of physical absorption
other than absorbers

Solvent mass flow rate 20000 $/~kg•s21! 200 kg/s 1

CO2 compression system Power consumption 400 $/kW 30 MW 2/3
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the introduction of a ‘‘carbon tax,’’ i.e., a penalty to be paid for
each tonn of CO2 dispersed toward the atmosphere. The break
even with a conventional combined cycle can be found for a car-
bon tax of about 40 $/tonn, yielding to a 2.2 $/GJ improvement of
the natural gas cost.

8 Conclusions
The two papers presented three power plant configurations able

to produce electricity from natural gas at an elevated efficiency,
with very limited CO2 gaseous emission: 90 percent of the carbon
dioxide produced is made available as a pressurized liquid at 80
bar. The most promising option is based on natural gas partial
oxidation, especially if coupled with a chemical absorption sys-
tem. This configuration has a net efficiency of 48.5 percent. It is
7.6 points lower than that of a combined cycle of the same tech-
nology, but, generally speaking, it represents an acceptable figure
on the economic point of view~for instance, it is higher than the
one of steam power station and comparable to that of a combined
cycle of the first 90’s!. The components development does not
require particular technological efforts and the utilization of com-
mercial gas turbines is granted. Very similar performance and
characteristics are obtained by a system using a physical absorp-
tion method, but the investment costs are somewhat higher.

The economic analysis shows that a ‘‘CO2-free’’ kWh can be
produced at an additional cost of about 13 mill$/kWh.

The plant configuration based on steam/methane reforming pre-
sents poorer performance~2.5 percentage point lower efficiency
and 22 percent loss of power output, based on the same gas tur-
bine unit!. The atmospheric operations anticipate higher dimen-
sions and costs of the heat transfer equipment, of the catalyst beds
and of the absorption system. However, a very important point is
that the reforming system produces pure~95 percent! hydrogen,
while partial oxidation provides a fuel with large nitrogen dilu-
tion. This is not an advantage for electricity production by means
of combined cycles~on the contrary it may cause larger NOx

Table 5 Breakdown of estimated investment costs, according to Table 4

Plant Configuration NGCC PO-CA PO-FA CC-CA SCC-CA

Gas turbine, M$ 52.3 52.3 52.3 52.3 52.3
Steam cycle, M$ 58.3 68.2 77.9 51.6 56.0
Power section balance of plant, M$ 40.0 42.3 44.9 38.3 38.6
Partial oxidation and syngas cooling, M$ - 20.2 20.6 - -
Shift reactors and cooling, M$ - 12.1 12.3 - -
Absorbers, M$ - 3.6 4.2 28.8 13.0
Other components of absorption process, M$ - 11.9 32.2 23.6 18.8
CO2 compression, M$ - 3.3 5.9 5.6 5.5
Cost of process facilities, M$ 151 214 250 200 184
Balance of plant 12 % of process facilities
Cost of engineering 7 % of process facilities
Contingencies~percent of process facilities! 5 % 10%
Total cost, M$ 187 276 323 258 238
Specific cost, $/kW 500 701 795 767 717

Table 6 Cost of electricity for the five considered plant configurations. Assumptions: amortization carried out in current U.S.
dollars, based on a discount rate of 10 percent, an inflation rate of 2 percent, a plant life of 25 years; income tax rate of 40 percent,
tax recovery based on straight-line depreciation over 20 years; period of construction of two years for NGCC, three years for other
plants; plant operation at equivalent full load of 7000 hours Õyear; natural gas cost of 3.3 $ ÕGJ. O&M costs „fixed and variables …

conform to the indications of TAG „1993…, including costs of consumables „DEA integration and substitution … as quoted by
Hendriks †7‡. The evaluation includes the cost of CO 2 storage, assumed as 10 $ Õton as quoted for storage in deep oceanic waters
for power plants placed by the sea shore Fujioka et al., 1997 „†15‡….

Plant Configuration NGCC PO-CA PO-FA CC-CA SCC-CA

Net plant efficiency, percent Design
Yearly average

56.11
54.99

48.47
47.50

48.63
47.66

50.61
49.60

51.09
50.07

Net power output, MW 373.2 394.0 405.9 336.6 331.6
Yearly average CO2 emissions, kg/kWh 0.363 0.0417 0.0411 0.0363 0.0363
Specific cost, $/kW 500 701 795 767 717
Interest during construction, percent 3.92 8.05 8.05 8.05 8.05
COE due to plant amortization, mill$/kWh 11.07 16.12 18.30 17.65 16.49
COE due to O&M, mill$/kWh 2.04 2.45 2.64 3.45 3.35
COE due to fuel, mill$kWh 21.60 25.01 24.93 23.95 23.73
COE due to CO2 storage, mill$/kWh - 3.78 3.78 3.66 3.62
Total COE, mill$/kWh 34.72 47.37 49.65 48.71 47.19
Recovery cost, $/tonn of avoided CO2 - 39.39 46.42 42.86 38.20

Fig. 6 Cost of electricity of the configurations described by
Table 5, as a function of a ‘‘carbon tax’’ applied to the carbon
dioxide released to the ambient
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formation!, but it can be a winning point if a direct use of the
hydrogen is made~for instance, petroleum industry, chemical
plants! together with electricity generation and/or if different~and
futuristic! types of cycles are considered: semi-closed steam
cycles with hydrogen-oxygen combustion, operating at extremely
high temperatures and pressure~@13,14#!. This can be the subject
of future works.
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First Experiments on an
Evaporative Gas Turbine Pilot
Power Plant: Water Circuit
Chemistry and Humidification
Evaluation
The evaporative gas turbine (EvGT), also known as the humid air turbine (HAT) cycle, is
a novel advanced gas turbine cycle that has attracted considerable interest for the last
decade. This high-efficiency cycle shows the potential to be competitive with Diesel en-
gines or combined cycles in small and intermediate scale plants for power production
and/or cogeneration. A 0.6 MW natural gas-fired EvGT pilot plant has been constructed
by a Swedish national research group in cooperation between universities and industry.
The plant is located at the Lund Institute of Technology, Lund, Sweden. The pilot plant
uses a humidification tower with metallic packing in which heated water from the flue gas
economizer is brought into direct counter current contact with the pressurized air from the
compressor. This gives an efficient heat recovery and thereby a thermodynamically sound
cycle. As the hot sections in high-temperature gas turbines are sensitive to particles and
alkali compounds, water quality issues need to be carefully considered. As such, apart
from evaluating the thermodynamic and part-load performance characteristics of the
plant, and verifying the operation of the high-pressure humidifier, much attention is fo-
cused on the water chemistry issues associated with the recovery and reuse of condensate
water from the flue gas. A water treatment system has been designed and integrated into
the pilot plant. This paper presents the first water quality results from the plant. The
experimental results show that the condensate contains low levels of alkali and calcium,
around 2 mg/lS(K,Na,Ca), probably originating from the unfiltered compressor intake.
About 14 mg/l NO2

21NO3
2 comes from condensate absorption of flue gas NOx. Some Cu

is noted, 16 mg/l, which originates from copper corrosion of the condenser tubes. After
CO2 stripping, condensate filtration and a mixed bed ion exchanger, the condensate is of
suitable quality for reuse as humidification water. The need for large quantities of de-
mineralized water has by many authors been identified as a drawback for the evaporative
cycle. However, by cooling the humid flue gas, the recovery of condensed water cuts the
need of water feed. A self-supporting water circuit can be achieved, with no need for any
net addition of water to the system. In the pilot plant, this was achieved by cooling the flue
gas to around 35°C.@DOI: 10.1115/1.1397778#

Introduction

Since the early 1980s the utilization of gas turbines for power
generation has increased rapidly. Gas turbines in simple cycles or
combined cycles are rather dominating on the international mar-
ket, while investments in new steam turbine power plants are
currently sparse~@1#!. The clear advantages of gas turbines com-
pared with steam turbines include high efficiencies, low capital
costs, quick startup times, low manpower operating needs, ready
availability, and small size. The most important development
trends for gas turbines are increased temperatures, increased pres-
sure ratio, and the introduction of intercoolers and recuperators.
By refining the thermodynamic cycle even further, several ad-
vanced cycles of different complexity have been proposed in the
literature, amongst others steam injected gas turbines~STIG! and
the evaporative gas turbine~EvGT!. The steam injected gas tur-

bine ~STIG! involves a variation on the simple cycle gas turbine
theme, wherein steam, generated in a turbine exhaust heat recov-
ery steam generator~HRSG!, is injected before or into the com-
bustor to augment power output and the efficiency of power gen-
eration. The history and status of steam injection technology has
been reviewed by Larson and Williams@2# and Tuzson@3#.

The evaporative gas turbine cycle~EvGT! uses water vapor in
the form of humidified air to increase the thermal efficiency and
the power output of the gas turbine. This replaces the steam tur-
bine in a combined cycle. In the EvGT cycle, the HRSG in the
STIG concept is replaced with a multistage counter-current hu-
midification tower. In the humidification tower, which is placed
after the compressor, the compressed air is brought into counter
current contact with heated water, causing the water to evaporate.
The temperature of the water decreases through the column, in the
flow direction of the water, and the humidity of the air increases in
the flow direction of the air. This is called evaporation: Water is
evaporated into an inert air phase as opposed to vaporization of
pure water in a boiler. The evaporation process allows water to
evaporate at temperature levels below the boiling point at the total
pressure, because of the lower partial pressure in the air-water
mixture. Therefore the EvGT cycle is able to recover humidifica-
tion heat from the flue gases down to a lower temperature than

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-168. Manuscript received by IGTI, Nov. 1999; final
revision received by ASME Headquarters, Feb. 2000. Associate Editor:
D. R. Ballal.
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steam injection cycles. This results in increased heat recovery,
more humidification and improved efficiencies first pointed out by
Ågren et al.@4#.

Most of the recent studies on the evaporative gas turbine cycle
have concentrated on the directly fired gas turbine which operates
only on premium fuels, while less attention has been focused on
gasified coal or gasified biomass. The evaporative gas turbine with
water injection by spraying of fine droplets was proposed by Gas-
parovic and Stapersma@5# and was further studied by Mori et al.
@6#. Frutschi and Plancherel@7# presented a cycle called
Intercooler/Recuperated Evaporation Cycle which is one type of
the evaporative gas turbine cycles. Different advanced gas turbine
systems including the evaporative gas turbine have been com-
pared by Annerwall and Svedberg@8#. The heat recovery system
coupled with the evaporative gas turbine cycle has been investi-
gated by Barthelemy and Lynn@9#. Different configurations of the
evaporative gas turbine cycles have been evaluated by amongst
others Yan et al.@10#, Stecco et al.@11#, and Rose´n @12#.

Fluor Daniel Inc. has studied~@13,14#! and patented~@15#!
some variations of the HAT cycle. They have compared the HAT
cycle with combined-cycle power plants in integration with the
coal gasification process, and in natural gas-fired plants. The po-
tential to integrate the HAT cycle with other new approaches to
power generation has been discussed by Cohn@16#. These new
approaches are CASH~Compressed-Air Storage with Humidifica-
tion! cycle, IGCASH~Integrated Gasification CASH!, and CASH-
ING ~compressed-air Storage with humidification, integrated with
natural gas!. Chiesa et al.@17# have compared intercooled recu-
perated STIG~called RWI by Chiesa! and HAT cycles.

In Sweden, evaporative gas turbine system studies were initi-
ated at Lund Institute of Technology and the Royal Institute of

Technology in 1989. The EvGT technology has now been demon-
strated for the first time in Sweden. A theoretical pilot study was
performed in 1993–1994 in cooperation between NUTEK~Swed-
ish National Board for Industrial and Technical Development!,
universities and industry, which resulted in a technical report
~@18#!. Presently, the ongoing phase of this project involves a
demonstration program in which a small scale~600 kW! pilot
EvGT plant has been constructed, including the development of
the water circuit and flue gas condensation. Experimental studies
of the dynamics of the plant in dry mode have been published by
Gustafsson et al.@19#. Economic and technical simulation studies
of mid-size plants~70–80 MW! are also included in the project
@20#. A new refined humidification strategy, based on humidifica-
tion of only about 30 percent of the compressed air, has also been
presented within the project~@4,21#!.

General Description of the Pilot Plant
Figure 1 shows a simplified flowsheet of the EvGT plant as

constructed at LTH. Compressed air is led through a pressurized
humidification tower, where heated water is evaporated in direct
counter current contact with the air, a process involving coupled
heat and mass transfer. The heat of vaporization is mostly supplied
by the water circuit that in turn recovers heat from the flue gas in
the economizer. The cooling of the compressed air when passing
through the humidifier also contributes to the humidification. In a
fully developed cycle, humidifying the compressed air would pro-
vide an increased mass flow through the turbine and hence in-
creased power output. However, in order to utilize the existing
turbo package, air is bled off before the humidifier to maintain the
mass flow balance between the compressor and expander. Also

Fig. 1 Simplified pilot plant flowsheet with typical approximate flow data a 480 kW load
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depicted in Fig. 1 is the humidification tower water circuit. Feed
water for make up of the humidification circuit is pumped from
the water reservoir into a pressurized tank. The water in the hu-
midification circuit is then heated in the economizer and conveyed
to the humidification tower where a fraction is evaporated. The
bulk is then returned to the pressurized mixing tank. A possibility
for water bleed off is offered at this point, in order to control the
buildup of salts.

The humidification tower is equipped with structured packing,
900 mm high, to accomplish good mass and heat transfer. A num-
ber of spray nozzles are also installed to ensure even water distri-
bution. To minimize the droplet entrainment, an inertia mist elimi-
nator is mounted at the top of the column, capturing entrained
water droplets.

After being combusted with natural gas and expanded through
the turbine, the flue gas is cooled by the humidified air and the
humidifying water in the recuperator~REC! and economizer
~ECO!, respectively. An important aspect of the EvGT system is
the water cycle, both with regards to the water quality and cost of
the water supply. It has been shown previously~@4,22#! that an
EvGT cycle can be self sufficient regarding water consumption.
This is done through lowering the temperature of the exiting flue
gas sufficiently in the flue gas condenser~FGC! and recycling the
resulting condensate to the humidification circuit.

The evaporative process enables the humidified air to be cooled
to reasonably low temperatures, allowing a large amount of high
quality heat to be transferred in the recuperator. The chilled hu-
midifying water provides a low temperature internal heat sink.
The plant presented in this paper is not optimized, but is instead
one of the simplest configurations of the EvGT concept. Improve-
ments to the cycle can include an intercooled compressor, an af-
tercooler between the compressor and humidification tower or a
divided humidification tower with different water flows as de-
scribed by Ågren et al.~@4#!. Preliminary measured electric effi-
ciencies of the pilot at 80 percent load are 20 percent~dry non
recuperated!, 24 percent~dry recuperated!, and 33 percent~evapo-
rative!.

Water Balance
It is in the nature of an evaporative gas turbine plant that the

exhaust holds a fair amount of humidity, since the humidification
process is the key to waste-heat recovery and high-cycle effi-
ciency. In cycle simulation studies, humidification up to around
0.15 kg water per kg dry intake air have been presented
~@19,23,24#!. In order to avoid high water consumption, it is sen-
sible to recover the water in the humid exhaust gases for reuse.
From a mass balance point of view, it is important to analyze how
far the exhaust gas should be cooled in a flue gas condenser to
produce a sufficient amount of condensate. For that purpose, a
system boundary can be drawn around the power process to illus-
trate the water flows through the plant.

In Fig. 2, the water flows are indicated with W~kg/s!. A water
mass balance over the dash-dotted system boundary will then be
WI1WF1WC5WE1WB . An interesting question is if the plant
can be self-sufficient with water. In such a caseWF is set to 0. The
bleed-off may also for a moment be set to 0. The mass balance is
then reduced to

WI1WC5WE . (1)

This can be called a water-balanced plant.WI can be calculated
from the humidity of the ambient air and the compressor mass
flow, WI5vaFc , whereva ~kg water/kg dry air! is the ambient
absolute humidity andFc is the dry air flow~kg/s! through the
compressor.WC depends, for a certain fuel, only on the turbine
inlet temperature and is calculated with the reaction chemistry~1
kg methane produces 2.25 kg H2O!.

WE depends only on the temperature to which the exhaust is
cooled in the condenser,WE5vsat(t)FE , where vsat is the
temperature-dependent saturation absolute humidity andFE is the

dry flue gas flow. This temperature is calculated to satisfy Eq.~1!.
For a typical case with the studied turbine, calculations show that
a condensation to 35°C generates a sufficient condensate flow for
the need for external water feed to be nullified, except for the
initial system fill-up before start. One other important conclusion
is that WI is inferior compared withWC , which means that the
ambient humidity at ISO conditions does not notably affect the
cooling temperature requirement in the condenser. Together, this
leads to the conclusion that the condensation temperature required
for a water-balanced plant is mainly a function of natural gas
consumption per kg air, which varies with the turbine inlet tem-
perature, for any EvGT configuration. A certain amount of water
needs to be bled off to avoid impurity buildup with time, and a
corresponding amount of extra feed water needs to be added. This
extra feed can in turn be avoided by condensing some degrees
below 35°C. In Fig. 3 the required condensation temperature for
full satisfaction of humidification is plotted against methane con-
sumption. If a water bleed-off is employed, more water has to be
condensed. For example, if 5 percent of the humidification rate is
bled off, the plant is said to have a blowdown ratio of 5 percent.
This case is included in Fig. 3. A more general use of this diagram
is achieved if the abscissa is converted to hydrogen equivalents.
Methane contains 1/4 hydrogen by molecular weight, and hence
the values on the abscissa should be multiplied by 0.25. With this
new abscissa, the diagram can also be used for other fuels such as
mixtures of light hydrocarbons or oil.

Impurity Build-Up
Through the course of the EvGT cycle, impurities such as salt

and particles are introduced to the airflow and thereafter captured
in the condensate. In order to satisfy the corrosion and erosion
requirements of the cycle, especially for the gas turbine hot-gas
path, the condensate needs to be carefully processed before reuse
in the cycle. Within the water cycle, two points can be found
where the water and air streams are in direct contact, first in the
humidification tower and secondly in the flue gas condenser. At
these two points of contact it is possible for contaminants to be
transferred between the two media.

Fig. 2 Net water flows in an EvGT plant

Fig. 3 Condensate temperature versus fuel consumption for
water balanced mode
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The most critical contaminant requirement in the EvGT cycle
concerns the air quality through the gas turbine. At this point
metal ions in the air stream, particularly alkaline metals, can cause
severe corrosion of the turbine blades at elevated temperatures
~above 800°C!. This is because of salt-smelt that can deposit on
the rotor blades. In the smelt, highly mobile ions are present,
which in turn gives a corrosive environment. Also, salt sublima-
tion can occur on the rotor blades, forming an incrustation that can
severely damage the turbine. The ions can be introduced to the
system through the fresh air intake, as corrosion products from the
equipment, and, importantly, from the feed water to the humidifi-
cation tower. Here, the ions can enter the air stream as salt dis-
solved in droplets that are entrained with the air. These droplets
evaporate before the turbine, leaving a salt dust. This can not only
damage the turbine, but the salts can also deposit on heat ex-
changer walls in the high temperature sections of the cycle. An
example of alkali tolerance for a gas turbine is 4mg Na/kg flue
gas ~@25#!. As water is continuously being evaporated from the
humidifying water, the salt concentration in the circuit will build
up with time, leading to a higher risk of ions entering the air
stream. This concentration can be regulated through bleeding off
water and adding deionized water to the circuit.

Apart from absorbed metal ions, the condensate contains dis-
solved gases such as carbon dioxide, oxygen, nitrogen, nitrate,
and nitrite. Additionally a high carbon dioxide level results in a
lower pH of the water. Another source of contamination is the
combustion byproducts. Soot can coat the piping and lead to cor-
rosion, while partially oxidized products such as formic acid can
lower the water pH.

Water Cleaning Process
To ensure a clean recycled condensate in the pilot plant, a water

treatment process has been installed, which is depicted in Fig. 4.
The ion exchange resin captures metal and other ions and releases
OH2 and H1 in exchange. The bed in this installation is of mixed

an/cat type, which can achieve higher purity than a series of anion
and cation beds. The condensate is treated in a CO2 stripper to
remove dissolved carbon dioxide. The carbonate will saturate the
ion exchanger resin if carbon dioxide is not removed in the strip-
per. A particle filter is also installed before the ion exchanger to
remove any dust that might clog the ion exchanger.

Equipment

Gas Turbine. A natural gas fired gas turbine of type Volvo
VT600 is used. This turbo package is designed primarily for
small-scale power production or combined power and heat pro-
duction. The designed full load electric power for the standalone
gas turbine is 600 kW. The combustion chamber has been modi-
fied for combustion with humidified air and has a diffusion burner.
Natural gas is used as fuel. The combustion mixing temperature is
around 1000°C. Maximum absolute humidity for the combustion
air is approximately 0.2 kg water/kg dry air. To make up for the
mass flow imbalance between the compressor and the expander
caused by the added water vapor, a bleed-off duct has been in-
stalled for the removal of a portion of the compressed air. Design
compressor air flow is 3.44 kg/s. The pressure ratio is around 8
bar.

Humidifier. Total height of the shell including fittings is
3000 mm. The shell inner diameter is 700 mm, and the material is
SIS 2343-28. The effective packing height: 900 mm, achieved by
three modules of 300 mm each. The packing type is a structured
packing of stainless steel, and has a specific surface of 240 m2/m3.
The mist eliminator is of inertia type and has a lamella spacing of
25 mm.

Economizer Condenser. The economizer and condenser are
integrated in the same shell. The tubes are made of copper, with
copper fins. The heat load for the economizer and condenser are
around 0.4 and 1.2 MW, respectively.

Fig. 4 Water treatment flowsheet
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CO2 Stripper. The CO2 stripper removes CO2 from the con-
densate upstream of the ion exchanger in order to reduce the num-
ber of regenerations. The condensate passes through the carbon
dioxide stripper where it is contacted with ambient air. For full
condensation~35°C!, the maximum condensate flowrate is 1.1
m3/h to 1.6 m3/h. In order to obtain an increased contact area,
approximately 400 l of packing~1.5 meters of 1 inch polypropene
Pall-rings from Norton Chemical Process Products Corporation!
was used. Around 0.005 m3/s air is drawn through the PVC col-
umn by a fan situated at the air outlet. The dimensions of all the
equipment are given in Fig. 4.

Filter. A particle filter with a polypropene cartridge of of 35
mm pore size was used.

Ion Exchanger. A mixed-bed ion exchanger was used~type:
DX90-T, supplier: Vattenteknik AB, P.O. Box 50345, S-202 13
Malmö, Sweden!. Its capacity between regenerations is 26 mole-
equivalents. Height: 1450 mm, diameter: 330 mm. Maximum
flow: 2.1 m3/h. An automatic alarm for resin regeneration is acti-
vated when the conductivity of the outlet water is.5 mS/m.

Pump. A small pump ~800 W, max 3.3 m3/h! removes the
water from the base of the PVC column, controlled by two level
switches, and pumps it through the filter to remove any particles
present. The flow of water is then measured cumulatively before it
enters the ion exchanger.

Make-Up Water. Deionized make-up water was bought in
tanks from Barseba¨ck nuclear power station. Seven polypropene
reservoir tanks of 2000 l each~Fig. 5! were installed for this
purpose.

Analytical Methods

Laboratory Analysis. The water analyses were performed by
an accredited laboratory. For metal ions, ICP~inductively coupled
plasma! spectroscopy is used. For organic compounds TOC-
NPOC1IR ~total organic carbon—non-purgible organic carbon
coupled with IR spectroscopy! method is used. This method com-
busts the sample at high temperature and evaluates the CO2
formed using IR spectroscopy. For nitrite and nitrate, photometry
is used, and for chloride ion chromatography is used.

At the low concentrations that are presented in this study, there
are significant risks of measurement errors. One source of error
can be pollutants in the test bottles. This risk is dealt with by
rinsing the bottles with the sampling water a few times before

taking the test amount. The uncertainty of the analytical methods
used vary between62 and64 percent depending on species and
method.

At-Line Analysis. To get a direct approximate measurement
of some critical components, the following direct methods were
used:

In order to gain an immediate at-line indication of the sodium
levels in the water circuits, both from the condenser and within
the humidification tower, a Metrohm sodium ion (Na1) specific,
glass membrane electrode was used. The voltage is measured
against a silver/silver chloride~Ag/AgCl! reference electrode by a
Metrohm pH/Ion meter and the concentration thereby gained from
a calibration curve. Additionally, the concentration of copper ions
in the condensate was measured by using a Merck microquant
copper test kit in order to monitor the level of corrosion in the
condenser and within the economizer.

Experimental Procedure
The plant is run at differing loads on the turbine~50–480 kW

shaft power after gearbox! with the liquid to gas mass flow ratio in
the humidifier varied from 0.5 to 1 kg/kg for each load. Water
samples were taken from the sample points labeled in Fig. 1. The
first sample point~A! is for untreated condensate~before the strip-
per!, the second~B! after the stripper, the third~C! after the ion
exchanger, before the treated water enters the water reservoir and
the fourth ~D! after the water reservoir. One additional sample
point ~E! is located before the economizer for the feed water to the
humidification tower. These samples were then analyzed with both
indicative, ‘‘on the spot’’ tests and later more precisely by an
accredited laboratory. The properties of interest are the level of
dissolved carbon dioxide and NOx before and after the stripper,
the pH of the water at all sample points, and the level of sodium,
copper, and chloride ions at all sample points. To avoid risk of
contamination, the sample bottles were thoroughly rinsed with the
sampling water before a sample was secured. Samples were taken
after at least ten minutes of continuous operation to ensure steady-
state conditions.

Results and Discussion
Table 1 shows a compilation of test results from a run at 80

percent load, corresponding to 480 kW shaft power after gearbox.
To make the plant self supporting with water, the exhaust is
cooled to 35°C~Fig. 2!. The leading letters in the headings in
Table 1 refer to the notation in Fig. 1.

Fig. 5 Water treatment „left …. Humidifier and heat recovery „right ….
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In the condensate~A!. The sum of concentrations of Na, K, and
Ca is about 2 mg/l. The condensing film is very efficient in cap-
turing particles, as well as absorbing gases, depending on the solu-
bility of the gas. These metal ions originate from condensate film
absorption from the flue gases. The main source is the intake
compressor air. The intake air is not filtered in the pilot plant and
always contains small amounts of dust from natural and industrial
sources~flue ash particles, soil particles, pollutants from traffic,
salt particles from the sea, etc!. In comparison, this condensate
can be considered as very low in mineral content and cheap to
deionize. Scandinavian drinking water typically contains 20–100
mg/l alkali.

After the particle filter~B!, the Ca, K, and Si concentrations
have dropped considerably. This indicates that these species are
partly present as undissolved particles~suspended solids! in the
condensate, which are removed by the filter. Note that the ICP
metal analysis of the condensate involves acidification of the
sample, and represents the total metal content, both dissolved and
solid. The most likely explanation is that the undissolved particles
originate from the dust particles in the intake air.

In the condensate~A!, the highest metal ion concentration is
that of Cu21 ~16 mg/l!. The copper originates from corrosion of
the condenser equipment, where the heat exchanger tubes are
made of copper. On the condensing side of the tubes there is an
acidic environment, caused by HNO2 and HNO3 from absorption
of NOx from the flue gas. In commercial equipment the condenser
should be made from a more suitable material to avoid corrosion.
The copper content is virtually unaffected through the filter, which
indicates that copper corrosion product is mostly present as dis-
solved ions.

The TOC~total organic carbon! is a measurement of all inter-
mediate combustion products that are absorbed in the condenser.
These organic species are formed when the natural gas is not fully
combusted. In this 480 kW load case, the TOC was below detec-
tion level ~,1 mg/l! in the condensate. This indicates an efficient
combustion process in the run. However, a condensate from the
lowes: load indicated 3–11 mg/l TOC. At low loads, the combus-
tion temperature is lower, resulting in less complete reactions and
therefore higher amounts of partly combusted hydrocarbons. If
TOC is detected, a more detailed GC analysis can be made to

identify the actual species. Formic acid~HCOOH! was identified
at low loads. Other probable TOC constituents are methanol,
methanal and acetic acid~@26#!.

The sample after the ion exchanger~C! shows concentrations
below the detection limit on all species, indicating a good perfor-
mance of the mixed-bed ion exchanger. The treated condensate is
even cleaner than the deionized water used for fresh make up. The
make up sample~D! serves as a reference. This does not contain
any notable impurities.

The circulation water sample~E! contains 8.7 ppm Ca, a factor
30 higher than the make up deionized water. This is partly because
of the salt buildup in the water circuit~the water is evaporated in
the humidifier, but most of the salts are contained within the hu-
midification circuit!. In the pilot plant runs, no bleed-off of water
was employed during the runs and the salt content then gradually
increases. In a commercial plant, bleed-off should be adopted to
reach an acceptable steady-state concentration in the humidifier.
The same buildup of concentration is valid for other components.
Dust particles in unfiltered intake air probably also contributes to
salt buildup. Some particles are probably captured already in the
humidifier, which then acts as a scrubber. Other particles may be
captured in the condenser as discussed above.

Cr, Ni, Fe, and Mo appear with rather low concentrations which
indicates a low corrosion rate for the stainless steel used. The
copper concentration is low in the circulation water, indicating
much lower copper corrosion rate on the inside of the copper
tubes than on the outside, the latter being exposed to acidic
compounds.

Conclusions

• Recycling of condensate can be realized both when it comes
to water quality and quantity: An EvGT-cycle with self-supporting
water circuit has been achieved by flue gas cooling to 35°C, with
no fresh water feed needed. The water cleaning equipment in-
stalled stands well up to the quality demands for recycling. No
water bleed-off was used in the runs.

• Very low concentrations of organic compounds~TOC! were
measured in the condensate. Slightly higher concentrations were
noted at low loads, because of incomplete combustion.

Table 1 Measurement results

Sampling Point
Analysis

A, Cond
ppm

B, After Filter
ppm

C, After IEx
ppm

D, Make Up
ppm

E, Circ. Water
ppm

Total organic carbon ,1 ,1 ,1 ,1 2.2
Al ,0.05 ,0.05 ,0.05 ,0.05 ,0.05
As ,0.1 ,0.1 ,0.1 ,0.1 ,0.1
Pb ,0.05 ,0.05 ,0.05 ,0.05 ,0.05
B ,0.05 ,0.05 ,0.05 ,0.05 ,0.05
Fe ,0.05 ,0.05 ,0.05 ,0.05 ,0.05
Cd ,0.01 ,0.01 ,0.01 ,0.01 ,0.01
Ca 0.18 ,0.01 ,0.01 0.26 8.7
K 0.44 ,0.1 ,0.1 ,0.1 0.47
Si 0.44 ,0.3 ,0.3 ,0.3 1.5
Co ,0.01 ,0.01 ,0.01 ,0.01 ,0.01
Cu 16 15 ,0.01 0.01 0.05
Cr ,0.01 ,0.01 ,0.01 ,0.01 0.11
Li ,0.01 ,0.01 ,0.01 ,0.01 ,0.01
Mg ,0.1 ,0.1 ,0.1 ,0.1 1.1
Mn ,0.01 ,0.01 ,0.01 ,0.01 ,0.01
Mo ,0.01 ,0.01 ,0.01 ,0.01 ,0.01
Na 1.1 0.52 ,0.2 ,0.2 4.7
Ni ,0.01 ,0.01 ,0.01 ,0.01 ,0.01
St ,0.01 ,0.01 ,0.01 ,0.01 0.12
S 0.9 1.5 ,0.3 ,0.3 2.3
V ,0.01 ,0.01 ,0.01 ,0.01 ,0.01
Zn 0.1 0.1 ,0.01 0.02 0.1
NO2

2 12.8 ,0.002

NO3
2 1.2 ,0.1

Cl ,1.0 ,1.0
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• All condensate concentrations except for Cu~16 mg/l! proved
to be very low because of limited corrosion in the equipment. The
high copper concentrations can be traced to the copper tubes in
the condenser. Copper equipment is not recommended for com-
mercial plants but was used in the lab rig because of lower cost. A
buildup of metal ion concentrations was noted in the EvGT water
system. The ions originate partly from the intake air, partly from
equipment corrosion, and, to a smaller extent, from the fuel, and
can be controlled with a water bleed-off.

• The condensate contains, e.g., dissolved CO2 , approximately
14 mg/l NO2

21NO3
2 from NOx absorption, approximately 2 mg/l

Na1K1Ca, probably from the unfiltered intake air. After CO2
stripping, condensate filtration and a mixed bed ion exchanger, the
condensate is suitable for reuse as humidification water. Filter-
ing of the intake air probably would reduce the salt content
considerably.
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Assessment of Molten Carbonate
Fuel Cell Models and Integration
With Gas and Steam Cycles
The aim of this work is to investigate the performance of molten carbonate fuel cells
(MCFCs), with external sensible heat reformer and gas turbine/steam turbine (GT/ST)
combined cycles. The analysis of these MCFC-GT/ST combined cycles has been carried
out using the thermo economic modular program (TEMP) modified to allow MCFC,
external sensible heat reformer, and catalytic burner performance to be carefully taken
into account. The code has been verified through the use of a detailed MCFC model and
of the data available for an existing MCFC unit. The thermodynamic and exergy analysis
of a number of MCFC combined cycles is presented and discussed, taking into account
the influence of technological constraints, also evaluated with the sophisticated model,
and the influence of the post-combustion of the fuel directly in the external catalytic
burner. The results are presented and discussed in depth.@DOI: 10.1115/1.1398551#

Introduction
Among the different kinds of fuel cells under development to-

day, molten carbonate fuel cells~MCFCs! are of particular interest
because of their operating temperature~'923 K!. The latter, in
fact, is not too high to involve material or corrosion problems, but
is sufficiently high to allow the use of non-noble catalysts. Such
catalysts are less expensive and insensitive to certain fuel con-
taminants, so that, in principle, MCFCs may use a range of gas-
eous fuels, such as natural gas, biogas or coal gas. However, the
more significant advantage, discussed in this paper and related to
the relatively high operating temperature, is the possibility of co-
generation, which increases revenue and overall efficiency ex-
ploiting the exergy of the exhaust gases. Moreover, MCFC tech-
nology is now at the stage of scaling-up to commercialization and
many developers, worldwide, have shown significant progress.

In this scenario, we have chosen to base our study on the plant
scheme developed and tested by Ansaldo Ricerche~@1#! with a
100 kW module called compact unit~CU!. This pilot plant repre-
sents an intermediate step for the project of a modular 250/500
kW plant within the MOLCARE program~@2#!.

MCFC Compact Unit
The studied CU configuration, whose simplified scheme is

shown in Fig. 1, is based on the sensible heat reforming~SHR!
concept, which marks out this plant, allowing its autothermal run-
ning. In the SHR, in fact, the reforming endothermic reaction
(CH41H2O→CO13H2) occurs without help of additional heaters
or burners, but thanks to the excess heat of the recycled anode gas.
In this way the fresh fuel methane is converted into H2 richer
mixture then consumed in the cells to dispatch electrical power.

The MCFC electrochemical core of the CU, simplified in Fig. 1
as an anode and a cathode separated and coupled, consists of 150
planar square cells of 0.75 m2 connected in series and superim-
posed to form two MCFC stacks.

Each cell is formed by a matrix ingLiAlO 2 filled with Li and K
carbonates and coupled with two electrodes: an anode in Ni/Cr
and a cathode in LixNi12xO ~@3#!.

The fuel and the oxidant gas are fed separately, and the tile
prevents gas crossover and guarantees an adequate ionic conduc-
tion and electronic insulation.

In the MCFCs the following reactions occur:

at the anode H21CO3
22→H2O1CO212e2 (1)

at the cathode CO211/2O212e2→CO3
22 . (2)

Taking into account that the amount of CO2 produced at the
anode is required at the cathode, the stream coming from the
anode is split to the cathode, so the overall reaction is

H211/2O2→H2O1heat1electrical power.

However, due to the presence of unreacted H2 , CO, and CH4 in
the anode exhaust stream, a cathode catalytic burner~CCB! is
used to oxidise all these species before they enter the cathode side.

The two high-temperature blowers are used to balance pressure
drops on the anode and cathode recycles. Finally, CU exhausts are
completely burnt in the exhaust catalytic burner~ECB! and then
come out at a temperature suitable for use in a heat recovery
system, as it is discussed in this paper.

Models
Two different mathematical models of MCFCs for steady-state

operation have been considered and compared to experimental
data.

The first one is a three-dimensional theoretical model, devel-
oped by the authors and presented elsewhere~@4#!. This model
takes into account mass, energy, and momentum balances at cell
and stack level.

In the model, as well as electrochemical reactions, water gas
shift reaction (CO1H2O→CO21H2) is evaluated in the anodic
side and is assumed to be at the thermodynamic equilibrium on
the basis of experimental data.

The kinetics of the electrochemical reactions are summarized in
the following equation of total electrical resistance:

Rtot5
A•eE/T

Ppi
b1

1ciR1D•eF/T (3)

whereA, b, ciR , D, E, andF are phenomenological coefficients
evaluated by experimental data~@4#!.

The simulation results show the distribution of gas and solid
temperatures, compositions, and flow rates of the gaseous streams,
electrical current density, Nernst voltage, polarization, internal re-
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sistance, and pressure drops on the plane of each cell of the stack.
An example of calculated solid temperature distribution on cell
plane is shown in Fig. 2.

The second model~@5#! is based on a simplified approach which
does not allow a detailed knowledge of the flows inside the stack,
but is particularly well suited for analysis and optimization of
complex energy systems, including MCFCs. In this model, in fact,
cell stack integration in a power plant is studied calculating all the
operating parameters only at cell stack inlet and outlet.

In particular, also this model takes account of shift and electro-
chemical reactions, but only total reaction rates are calculated,
assuming, respectively, the thermodynamic equilibrium at stack
outlet temperature and the above resistance formulation for an
average temperature between stack inlet and outlet.

With regard to energy balance in this case, a heat split factor
has been introduced to evaluate the heat reaction fraction that,
produced at the electrodes, comes out in the anode or in the cath-
ode stream, disregarding the calculation of local heat exchange
between solid and gases. On the base of experimental data it has
been assumed that 0.61 percent of reaction heat is kept at the
anode. In this way the simplified MCFC model has been inte-
grated in the plant scheme of Fig. 1, and the analysis has been
carried out by means of the Thermo Economic Modular Program
TEMP version 5.1. This is a modular simulator tool for the ther-
moeconomic analysis of advanced thermal energy systems devel-
oped by the authors~@6#!. The targets of the tool are: thermody-
namic and exergy analysis, and thermoeconomic analysis
including environomic and optimization. The capability of the
original modular simulator tool has been demonstrated for gas,
steam, and complex combined plants~@7#!. Besides the MCFC
module, it has been necessary to develop other new modules,
which were not foreseen by TEMP: catalytic burners and sensible
heat reformer. The particularities of these units are that the first
ones ~CBs! work at lower temperature than traditional burners,

while the second one~SHR! converts methane without the com-
mon auxiliary burner closely integrated with the reforming cata-
lyst bed.

The main hypotheses assumed to simulate these components
are the same as used in a previous simulation activity performed
to carry out CU process analysis~@8#!. The reactions considered at
the SHR are

CO1H2O↔CO21H2 (4)

CH41H2O→3H21CO2 (5)

and at the CBs are

H211/2O2→H2O (6)

CO11/2O2→CO2 (7)

CH41O2→CO212H2O. (8)

The conversion degree of reactions in the SHR is estimated to
be at the thermodynamic equilibrium condition~at the outlet tem-
perature!. For the conversion in the CCB and the ECB it is sup-
posed that H2 and CO are burnt conforming to the expected cata-
lytic performance. At full power the anode to anode~AAR!, anode
to cathode~ACR! and cathode to cathode~CCR! recycles have
been fixed. The following values have been considered to guaran-
tee a gas temperature sufficiently high for reaction in the SHR as
well as useful values of cathode and anode inlet temperature and
flow rates: AAR 89 percent, ACR 10.5 percent, CCR 69.8 percent.

Model Assessment
The detailed model of the MCFC has been validated on experi-

mental data which show good agreement between calculated and
measured values in terms of performance as well as temperature
distribution ~@4#!.

These results have been compared to the results obtained with
the simplified model. The comparison has been performed assum-
ing the conditions shown in Table 1. The results are shown in Fig.
3 where the overall stack voltage and outlet temperature differ-
ences are compared: The difference is always negligible~,2 per-
cent!.

Moreover, the results obtained by means of the TEMP code and
reported in Fig. 1 have been compared with the ones previously
calculated studying the system behavior and then experimentally
confirmed~@8#!.

Fig. 1 Simplified scheme of the MCFC-CU with simulation re-
sults related to nominal operating conditions „compositions
are reported as volumetric fractions …

Fig. 2 Solid temperature „K… distribution on the plane of a
stack cell calculated at operating conditions of Case 1 in Table
1 by means of the detailed MCFC model
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The comparison has been carried out at the following nominal
operating conditions: current density 1580 A/m2; pressure 350
kPa, air as oxidant and a mixture of 4 percent H2O, 6 percent H2 ,
and 90 percent CH4 as fuel. In Fig. 4 the temperatures are com-
pared at different CU points identified in accordance with Fig. 1,
while with regard to gas composition an error lower than 0.01
percent has been observed.

Simulation activity discussed in the following paragraphs has
been carried out by means of the above computational device
obtained by integration of the simplified MCFC model in TEMP.
Moreover, in order to guarantee safe running of the MCFC stack,

local operating conditions can be verified with the detailed model.
In fact, some parameters have to be controlled in the cells~maxi-
mum and minimum temperature, maximum gas pressure drops,
maximum pressure difference between anode and cathode, etc.!
and the results available from the simplified model concerning
MCFC stack inlet and outlet could hide inadmissible local values
~@9#!.

MCFC Combined Cycles
Several high-efficiency proposals have been presented in litera-

ture for MCFC and gas turbine~GT! or steam turbine~ST! inte-
gration. Two main different solutions can be used:~i! the MCFC is
used as a bottoming cycle of an existing GT;~ii ! the MCFC is
used as a topping cycle of a GT/ST system.

In this work the first option was not taken into account for the
following reasons:~a! when MCFC-CU is used as a bottoming
cycle some modifications to such a complex and advanced system
would be required;~b! more fuel must be burnt in the combustion
chamber of the topping GT system, and in this way the advantage
of the MCFC direct electrochemical conversion is partially lost, in
addition NOx emissions are not negligible as in the MCFC-CU
case.

Taking into account the data shown in Fig. 1, it is possible to
note that the MCFC’s exhaust gas has a high temperature~;973
K! and an interesting pressure level~350 kPa!.

In this way the first option to recover energy from the cell
exhaust gas consists of a bottoming GT system. The layout of the
plant is shown in Fig. 5, where the results of the simulation car-
ried out with the code TEMP are also reported. It is possible to
note that in the layout the MCFC-CU is exactly the same as that
reported in Fig. 1. The layout named MCFC-GT has the following
overall performance: efficiency 60.4 percent, specific work 871
kJ/kg, PMCFC 10940 kW, PGT 1188 kW, Pplant 12128 kW.

The results have been obtained assuming the following flow
rate values: fuel 0.417 kg/s; air 13.93 kg/s. Taking into account
the size of the GT system the compressor and expander efficien-
cies have been carefully evaluated~@10,11#!. The increase in effi-
ciency is about 8 percent while the GT power contribution is
about 13 percent.

An important difference between the present analysis and a
previous one carried out by the authors for IRSOFC-GT combined
cycles~@12#! is due to the pressurization level of the cell. In the
cited work the cell pressure was used as a variable~in the range
from atmospheric pressure to 3000 kPa! for the definition of the
optimum bottoming cycle layout. In this case, as a particular
MCFC-CU reference configuration has been assumed, the cell
pressure is fixed and this degree-of-freedom cannot be used to
improve the combined cycle performance. However, the compu-
tational codes allow the evaluation of pressure influence on the
plant performance~@5#!.

To increase the heat recovery efficiency at the MCFC-CU outlet
it is possible to generate steam in a heat recovery steam generator
~HRSG!, taking into account that the stack temperature for the
MCFC-GT layout is about 747 K. The steam can be used in two
different ways: injected upstream from the GT expander inlet sec-
tion ~steam injection–SI! or expanded in a steam turbine~based
on the HRSG’s pressure levels two different plants have been
considered in the following—1PL one pressure Level, and 2PL
two pressure Level!.

The first option, named MCFC-SI, is shown in Fig. 6: The
steam is injected upstream from the GT inlet, and it increases the
enthalpy drop inside the GT expander, and obviously also the GT
power. The efficiency of this plant is 62.6 percent and the specific
work is 908 kJ/kg. The GT power is about 1.7 MW~17 percent of
the total plant power!. It is interesting to note that the water to gas
weight ratio at the GT expander inlet is about 13 percent, a value
frequently used in the STIG and Cheng systems. The stack tem-
perature is 413 K, while in the MCFC-GT case this value is 747
K.

Fig. 3 Comparison of detailed and simplified MCFC model
results

Fig. 4 Comparison of referenced and calculated temperatures
using code TEMP „†12‡…

Table 1 Reference operating conditions for the comparison of
the two MCFC models

Case 1 Case 2 Case 3

Anode total flow rate@kg/s# 0.028 0.028 0.027
Anode CO2 6.4 6.4 6.9

Anode H2 20.3 20.3 22.0

Anode H2O 15.0 15.0 9.2

Anode N2 58.3 58.3 61.9

Cathode total flow rate@kg/s# 0.114 0.114 0.105
Cathode O2 16.7 16.7 16.7

Cathode N2 69.8 69.8 70.2

Cathode CO2 13.5 13.5 13.1

Temperature anode inlet@K# 858 858 855
Temperature cathode inlet@K# 867.5 867.5 853.5
Operating pressure@bar# 3.5 3.5 3.2
Current density@A/m2# 1316 876 876
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The efficiency increase is about 10 percent compared to
MCFC-CU data, and also the specific work increase is evident.
Nevertheless, this layout suffers from two main negative aspects:
~i! the maximum pressure of the steam in the HRSG is lower than
its optimum value since it is constrained by the MCFC-CU opera-
tive pressure;~ii ! the steam expands only to atmospheric pressure
~this aspect is always present when GT with steam injection is
used!.

To avoid the previous negative aspect the solution shown in
Fig. 7 can be considered: In this case a combined cycle is used.
The steam generated in the HRSG~single pressure or two pressure
levels! is expanded in a steam turbine~ST!. Taking into account
the GT outlet temperature~756 K! it is possible generate steam at
736 K at 2070 kPa.

The choice of the steam pressure~in this case this parameter is
not constrained by the cell operative pressure! has been carried
out through the use of the optimization section of the code TEMP.
Figure 8 shows the behavior of plant efficiency and power versus
steam pressure. It is possible to observe that the optimum point is
in the region near 2500 kPa for both power and efficiency. This
value is lower than that used for a heavy-duty single-pressure
combined cycle since, in the present analysis, the gas temperature
is low.

The plant named MCFC-1PL has the following performance:
efficiency 67.4 percent, specific work 977 kJ/kg, stack tempera-
ture 441 K, GT power 12 percent, ST power 11 percent Pplant
13608 kW~PGT 1168 kW, PST 1500 kW!.

An obvious extension of the MCFC-1PL layout is the MCFC-
2PL system, where the HRSG operates with two different pressure
levels. In this case the degrees-of-freedom are the two steam pres-
sures. Also in this case their values have been obtained with the
code TEMP, and in Fig. 9 the plant efficiency is shown versus the
steam low pressure~SLP! and the steam high pressure~SHP!.
Based on this analysis the data used for the calculation are: SLP
500 kPa and SHP 10000 kPa. Using these data the plant efficiency

Fig. 5 MCFC-GT layout „GTÄgas turbine …

Fig. 6 MCFC-SI layout „SIÄsteam injection …

Fig. 7 MCFC-1PL layout „1PLÄone pressure level …

Fig. 8 MCFC-1PL power and efficiency versus steam pressure
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is 69.1 percent, the specific work is 1000 kJ/kg, the stack tempera-
ture is 381 K, the total power is 13947 kW~76 percent CU, 11
percent GT, 13 percent ST!. The increase of both efficiency and
specific work is noteworthy mainly if they are compared to
MCFC-CU data.

Exergy Analysis
A very useful way to compare the performance of the CU and

the combined solutions presented here is the use of the exergy
analysis, using the apt section of the TEMP code. Figure 10 shows
the irreversibility rate of the plant components.

The second law efficiency of the CU is about 40 percent while
a noteworthy increase is evident for the combined systems. The
low efficiency value for the CU is mainly due to the irreversibility
rate of the exhaust gases~stack!: the data for the cell is very low
~about 6 percent!, while the burner contributions are more evident
~about 9.5 percent!. The CU irreversibility rate without the stack
contribution is about 24 percent. Using bottoming cycles the stack
irreversibility rate is greatly reduced: from 34.7 for the CU solu-
tion to 15 percent for the GT plant, and five, three, and two per-
cent for SI, 1PL, and 2PL systems. In this way the second law
efficiency increases from 40 to more than 65 percent. The irre-
versibility rates of the bottoming cycle components are always
very small.

Fired Bottoming Cycles
When the MCFC-CU is used for the development of high-

efficiency combined cycles two important aspects must be consid-

ered:~a! the CU exhaust gas has a low pressure level;~ii ! the CU
exhaust gas does not have a very high temperature to be used in a
GT expander.

Unfortunately, as already stated, increasing the pressure to ob-
tain more work from the GT section is very difficult since it is
strictly correlated to the CU operative pressure. However, the gas
temperature can be increased if part of the fuel is directly burnt in
the ECB ~fired bottoming cycles!, as shown in Fig. 5 where the
gas bypass is shown with a dotted line.

To analyze the performance of such a system the post-
combustion ratio~PCR! is defined as: fuel mass flow rate by-
passed into ECB to fuel mass flow rate used in the cell. The range
of such a parameter has been considered between 0 and 25 per-
cent. It allows the GT inlet temperature to always be under the
value where blade cooling is necessary~1173 K!.

The results obtained for the last three bottoming cycles are
shown in Fig. 11 and Fig. 12, where the specific power and effi-
ciency are plotted versus PCR. When the post-combustion solu-
tion is used the efficiency reduces, while the specific work in-
creases. The efficiency reduction is quite evident for the MCFC-SI
system~5 percent!, while for the MCFC-1PL and 2PL systems the
reduction is very small~less than 2 percent!.

This different behavior can be explained taking into account
that when part of the fuel is burnt in the ECB the exhaust gas
temperature at the GT inlet increases and also the turbine outlet
temperature. Due to these modifications the steam maximum tem-
perature can also be increased. Nevertheless the HRSG perfor-
mance can be optimised only if the steam pressure can be chosen
without the MCFC-CU operative pressure constraint. In fact in the
MCFC-SI case the change in the steam temperature cannot be
compensated for the pressure modification~for 1PL and 2PL such
a choice is possible!.

Another important aspect correlated to the use of post-
combustion layout is the modification of the power ratio between
cell and bottoming system. In fact the specific work increase is
only due to the increase of the bottoming system power~see Fig.

Fig. 9 MCFC-2PL efficiency versus SHP „steam high pressure …

and SLP „steam low pressure …

Fig. 10 Irreversibility rate distributions: 1 Äfuel cells; 2 ÄSHR;
3ÄECB and CCB; 4 Äblowers; 5 Ägas mixing; 6 Ägas turbine;
7ÄHRSG; 8Ästeam turbine; 9 Ästack

Fig. 11 MCFC combined cycle specific work versus PCR

Fig. 12 MCFC combined cycle efficiency versus PCR
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13!. This parameter is particularly important from the economic
point of view as already shown by the authors for SOFC-GT
plants ~@8#!. Taking into account that the MCFC cost is, at the
moment, higher than the cost of bottoming systems, a capital cost
reduction can be obtained through the use of post-combustion
increasing of the power generated in the low cost section and
reducing the cell power, size, and cost. Nevertheless, for the
evaluation of the COE~cost of electricity, c$/kWh! it is necessary
to also take into account the operating costs~fuel, maintenance,
etc.!, mainly dependent on plant efficiency. Thus the effect on the
PCR is the opposite: reduction of capital cost, increase of fuel
consumption~efficiency reduction!: the problem can be com-
pletely solved using the thermoeconomic approach, as already car-
ried out for the IRSOFC-GT systems by the authors~@13#!. How-
ever, this aspect is beyond the scope of this work.

Finally, Fig. 14 shows a comparison between the performance
of two classical energy conversion systems~gas turbines and com-
bined cycles! and the systems here proposed. In the cited figure
the plant efficiency is plotted versus the plant specific work. In the
field of gas turbine based cycles specific work~kW/kg/s! is one of
the more used parameter as discussed by Wilson and Korakianitis
@9# and by Massardo@10#. The data shown for gas turbine and
combined cycle are representative of the state of the art. For the
power range here investigated~10–15 MW! the data shown are
probably overestimated. The data for the MCFC-CU is reported to
fix the starting data of the combined cycles here investigated. The
increase of the specific work and efficiency when the bottoming
cycles are used are both evident. Also the influence of the PCR is
reported in the figure, as already discussed.

In conclusion, from the figure it is evident that there is the
possibility to use energy conversion systems operating with effi-
ciency higher than 65 percent and specific work higher than 1000

kJ/kg in the power range already discussed~10–15 MW! using
MCFC-CU and mature technology for the bottoming system.

Conclusions
In this paper the assessment of the performance of a molten

carbonate fuel cell~MCFC! system with external sensible heat
reformer has been described on the basis of two mathematical
models developed by the authors.

Also the assessment of the thermodynamic performance of a
number of MCFC combined cycles using gas turbine, steam in-
jection, or steam turbines has been presented.

The main conclusions of this work are as follows:

~i! The MCFC models are reliable and their results agree well
with the available experimental data.

~ii ! The complex model can be very useful for cell develop-
ment, and for the definition of apt constraints when the simplified
model is utilized.

~iii ! The MCFC-CU system concept has been considered for
coupling with several bottoming cycles. In this way the exhaust
gas temperature and pressure are always fixed.

~iv! The analysis carried out with the 5.1 version of the TEMP
code, including modules for MCFC, SHR, ECB, CCB, has been
restricted to configurations where the MCFC-CU is the topping
system.

~v! This assumption allows the MCFC-CU operating condi-
tions to be maintained fixed. In this way all the technical aspects
addressed for the CU development are unchanged.

~vi! The size of the plants here investigated is in the range
10–15 MW. The cell size is about 10 MW, and this power can be
obtained through the use of several CU~20 CU each of 500 kW!.

~vii ! The efficiency of the MCFC combined cycles is consid-
erably higher~60–69 percent! than simple cycle gas turbine and
combined gas and steam cycles.

~viii ! Also the MCFC combined cycle specific work is higher
than the data of gas and combine cycles.

~ix! The power is mainly generated by the MCFC section
~about 80–85 percent!. However, when a post combustion solu-
tion is used the bottoming cycle power can be increased and the
cell power can be reduced to 70–75 percent.

~x! CO2 and NOx emissions are particularly reduced because
of the very high efficiency level (CO2) and the low operating
temperature of MCFC electrochemical device and catalytic burn-
ers (NOx).

In this work it has been demonstrated that MCFC combined
cycles could be very attractive, although reliability and durability
comparable with conventional power, and low cost, essential to
market entry, have still to be proved. From this point of view the
thermoeconomic investigation of such systems, also taking into
account the environmental impact~environmental cost internalisa-
tion!, should be the next step of this activity.
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Nomenclature

1PL 5 one pressure Level
2PL 5 two pressure Level

AAR 5 anode to anode recycle
ACR 5 anode to cathode recycle
CCB 5 cathode catalytic burner
CCR 5 cathode to cathode recycle

CU 5 compact unit

Fig. 13 MCFC power to plant power ratio versus PCR

Fig. 14 Comparison between GT, combined cycle, and MCFC
combined cycles
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ECB 5 exhaust catalytic burner
EFF 5 efficiency
GT 5 gas turbine

HRSG 5 heat recovery steam generator
IRSOFC 5 internal reforming solid oxide fuel cell

m 5 mass flow rate
MCFC 5 molten carbonate fuel cell

P 5 electrical power
PCR 5 post-combustion ratio

pi 5 partial pressure of componenti
Rtot 5 total electrical resistance

SHP 5 steam high pressure
SHR 5 sensible heat reformer

SI 5 steam injection
SLP 5 steam low pressure
ST 5 steam turbine

T 5 temperature
V 5 voltage

Wsp 5 specific work
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Microturbine/Fuel-Cell Coupling
for High-Efficiency Electrical-
Power Generation
Microturbines and fuel cells are currently attracting a lot of attention to meet future users
needs in the distributed generation market. This paper addresses a preliminary analysis of
a representative state-of-the-art 50-kW microturbine coupled with a high-temperature
solid-oxide fuel cell (SOFC). The technologies of the two elements of such a hybrid-power
plant are in a different state of readiness. The microturbine is in an early stage of
pre-production and the SOFC is still in the development phase. It is premature to propose
an optimum solution. Based on today’s technology the hybrid plant, using natural gas
fuel, would have a power output of about 389 kW, and an efficiency of 60 percent. If the
waste heat is used the overall fuel utilization efficiency would be about 80 percent. Major
features, parameters, and performance of the microturbine and the SOFC are discussed.
The compatibility of the two systems is addressed, and the areas of technical concern, and
mismatching issues are identified and discussed. Fully understanding these, and identify-
ing solutions, is the key to the future establishing of an optimum overall system. This
approach is viewed as being in concert with evolving technological changes. In the case
of the microturbine changes will be fairly minor as they enter production on a large scale
within the next year or so, but are likely to be significant for the SOFC in the next few
years, as extensive efforts are expended to reduce unit cost. It is reasonable to project that
a high performance and cost-effective hybrid plant, with high reliability, will be ready for
commercial service in the middle of the first decade of the 21st century. While several
microturbines can be packaged to give an increased level of power, this can perhaps be
more effectively accomplished by coupling just a single gas turbine module with a SOFC.
The resultant larger power output unit opens up new market possibilities in both the
industrial nations and developing countries.@DOI: 10.1115/1.1398552#

Introduction
The first generation of microturbines~25–75 kW!, currently

being introduced into the distributed electrical power generation
market have thermal efficiency levels of about 28 to 30 percent
based on state-of-the-art component technology. To advance sig-
nificantly beyond this level will require an increase in turbine inlet
temperature, this necessitating the use of ceramics in the hot-end
components. However, ceramics technology is still in its infancy,
and these components, including the combustor, turbine, and re-
cuperator, currently lack the reliability mandatory for the power
generation market.

Another power source, also viewed as being well suited to
meeting the needs of small energy users, is the fuel cell. Based on
today’s technology, and due to their current high cost, it is likely
to be several years before they are commercialized and available
on a large scale. The impetuous for their cost reduction comes
from the automobile industry.

The coupling of a microturbine with a high-temperature fuel
cell has the potential for an efficiency of over 60 percent, and it is
perhaps fortuitous that two of the basic parameters in both of
these power generating systems are compatible. The clean effluent
from a SOFC at about 900°C matches well the turbine inlet tem-
perature of first generation microturbines. Also the value of the
compressor discharge pressure of about 4 atmospheres facilitates
increased power output and higher efficiency from a given SOFC
frame size.

Existing microturbines, rated at approximately 50 kW and with
a thermal efficiency of about 30 percent, are well suited to meet-
ing the energy needs of small users such as schools, apartment
buildings, restaurants, offices, and small businesses. New markets
will open up when such a microturbine is coupled with a SOFC,
to give an output of about 300–400 kW, at an efficiency of 60
percent. These include supermarkets, factories, malls, military
bases, hospitals, villages, and small towns in the developing na-
tions. High fuel utilization efficiency~about 80 percent! can be
achieved if the high-grade waste heat is utilized. Applications in-
clude heating, drying, cooling, desalination, and several others.

This paper addresses the coupling of a state-of-the-art 50-kW
microturbine with an SOFC in its present state of evolution. At
this stage it does not necessarily represent an optimum approach
from the features, systems, and parameter selection standpoints. It
is a first step towards exploring the performance potential, and the
identification of areas of technical concern, and mismatching
problems that must be resolved before the hybrid cycle is devel-
oped, commercialized, and deployed for the electrical power gen-
eration and combined power and heat markets. A near emission-
free advanced small microturbine/fuel cell plane, operating on
natural gas, will offer users attractive possibilities in the first de-
cade of the 21st century.

Microturbine Technology

Major Features. About a dozen companies are currently in-
volved in the development of microturbines, and several of these
ahave been discussed previously~@1#!. To meet low-cost goals the
engine configurations are kept as simple as possible, with many of
the machines embodying the following features:~1! single-stage
radial compressor,~2! single-stage radial inflow turbine,~3!
direct-drive high-speed air-cooled generator,~4! multifuel com-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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bustor~conventional or catalytic!, ~5! compact high-effectiveness
recuperator, and~6! a simple control system. An additional attrac-
tive feature is the use of air bearings to support the single high-
speed rotor. A 30-kW microturbine with air bearings is currently
in service~@2#!. A lubricant-free bearing system is desirable for an
application involving the coupling of a microturbine with a SOFC,
since it obviates any oil or oil vapor contaminating the fuel cell
during any severe system transients, or in the case of a bearing
failure.

There is considerable flexibility in the packaging of the turbo-
generator, particularly regarding the position and the installation
of the recuperator~@3#!. A separately mounted recuperator, say
behind and inline with the rotating machinery, with external ducts
and manifolds, facilitates simple gas flow path coupling with the
fuel cell vessel, as discussed in a later section. The salient features
of a representative microturbine are given in Table 1.

State-of-the-Art Microturbine Performance. Large gas tur-
bines have the advantage of both economies of performance and

scale. The reverse is true for very small gas turbines. Compared
with axial flow machines, microturbines with radial compressors
and turbines have significantly larger aerodynamic efficiencies.
This is a result of smaller blade heights, Reynolds number effects,
tip clearance effects, manufacturing tolerances, and surface finish,
all of which adversely impact efficiency. In addition, the geom-
etries associated with small radial turbines make blade cooling
very difficult, and thus advances in turbine inlet temperature are
solely dependent on materials technology.

It is difficult for simple-cycle microturbines to achieve thermal
efficiencies much above 20 percent~@4#!. A recuperator is manda-
tory for microturbine efficiencies of 30 percent and higher~@5,6#!.
The recuperator in the coupled plant mode allows air at a higher
temperature to be transported to the SOFC.

A convenient and simple way of portraying the effect of turbine
inlet temperature and recuperator effectiveness on thermal effi-
ciency for low-pressure-ratio microturbines, based on radial flow
turbomachinery, is shown in Fig. 1. Regime Number 1 is repre-
sentative of first generation state-of-the-art operating recuperated
microturbines, that are well suited for coupling with a SOFC.
With a compressor pressure ratio of 4, a turbine inlet temperature
of 900°C, and a recuperator effectiveness of 0.87, the estimated
thermal efficiency is 29.5 percent. Factoring in other aspects, in-
cluding the generator and power conditioning efficiencies, and the
power required for the fuel compressor, the overall efficiency of
the stand-alone microturbine is 27 percent. A summary of the
various microturbine parameters is given in Table 2. These param-
eters do not reflect a particular engine, but are viewed as being
representative of a first generation 50 kW microturbine based on
proven technology.

Microturbine Performance Evolution. The technology ad-
vancement projected trend line shown on Fig. 1 illustrates the
microturbine potential for performance growth, and this is further
illustrated in Fig. 2, which shows an evolutionary increase in both
specific power and thermal efficiency.

In November 1997, the President’s Committee of Advisors on
Science and Technology, suggested that R&D be undertaken to
achieve a microturbine efficiency goal of 50 percent by the year
2010 ~@7#!. Data in Figs. 1 and 2 indicate this goal is very ambi-

Fig. 1 Projected recuperated microturbine performance

Table 1 Salient features of representative microturbine

Component Feature

Thermodynamic cycle Recuperated Brayton cycle
Normal rating, kW 50~at 50/60 Hz!
Turbomachine type Variable speed single shaft rotor
Rotational speed, rpm Approx. 100,000
Compressor Single stage radial flow
Compr. Pressure ratio 4.0
Turbine Single stage radial inflow
Turbine inlet temp., °C 900
Combustor Low emission annular or can type
Recuperator Compact primary-surface type
Bearing type Air bearings~journal and thrust!
Generator Air-cooled two pole brushless

permanent magnet type
Frequency control Power electronics converter
Control system Digital system
Natural gas supply Electric motor-driven compressor
Machine start Generator run as motor from battery
Technology status State-of-the-art
Commercialization 1999-2000
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tious and would require a significant increase in turbine inlet tem-
perature, necessitating the extensive use of ceramics. The chal-
lenge in this regard is the recuperator, since ceramic technology
for this under-developed component is still very much in its in-
fancy ~@8#!.

While microturbine performance will surely increase in the next
decade or so, it is the authors’ view that the realization of even
higher efficiencies, say in the low 60s, can best be achieved by
coupling a microturbine with a high-temperature fuel cell.

Fuel Cell Technology
There are several types of fuel cells being developed for a va-

riety of applications~@9,10#! and these have been extensively dis-
cussed in the open literature.

The type best suited for coupling with a gas turbine is the
SOFC. Unlike other variants, this fuel cell is entirely solid state
with no liquid components. Operation at elevated temperature is
needed to achieve the necessary level of conductivity in the cell’s
solid electrolyte for it to operate efficiently. With an outlet tem-
perature in the range of 900–1000°C, the efficiency of the cell
alone is about 50 percent. A 100 kW solid oxide fuel cell operat-
ing at atmospheric pressure has been in service since 1997~@11#!.

Typically the fuel cell system consists of SOFC generator mod-
ules in a parallel flow arrangement, with the number of standard
modules being determined by the plant power requirement. The
SOFC generator module embodies a number of tubular cells,
which are combined to form cell bundle rows, several of which
are arranged side by side to make up the complete assembly.

The tubular ceramic fuel cell has the oxygen electrode inside
the tube and the hydrogen electrode outside the tube. These are
separated by a solid electrolyte, which when heated to about
1000°C conducts oxygen ions from one electrode to the other. The
fuel cell requires two gaseous fuel streams, oxygen, and hydrogen.
Oxygen is supplied from the compressor discharge air. For the
SOFC coupling with a microturbine the fuel is natural gas. The
SOFC operates at sufficiently high temperature to incorporate an
internal reformer within the pressure vessel. The exhaust anode
gases are sufficiently rich in high temperature steam to provide all
needed water to reform the natural gas. A recirculation loop within
the vessel transports the water for the fuel reforming reaction.
Radiated heat from adjacent bundles provides the exothermic re-
action. Utilizing this heat along with the recycled steam and a
catalyst, the natural gas is converted into a hydrogen-rich gas.

Fuel cell electrodes are adversely affected by the presence of
sulfur, so for operation on natural gas a desulfurization unit is
necessary. The sulfur emissions from this plant are virtually zero,
and as will be mentioned in a later section, this has a positive
aspect in terms of waste heat recovery, namely the low level of
temperature to which the final exhaust gas can be discharged to
the environment.

The high efficiency of the system means that less carbon diox-
ide is generated than in contemporary power plants. In addition,
the fuel is oxidized electrochemically without any interaction with
atmospheric nitrogen so negligible amounts of nitrogen oxide are
discharged to the environment.

The SOFC has flexibility in terms of coupling with a gas tur-
bine, since the number of modules can be selected to match the
gas turbine power in the range of a few kilowatts to multimega-
watt plants. In this paper, such a coupling is limited to a represen-
tative, and available 50 kW recuperated microturbine.

Microturbine ÕFuel Cell Coupling

Background. The coupling of high temperature fuel cells
with gas turbines is by no means new, and has been discussed for
several years. Recent technical papers have covered a wide range
of topics, these including the following:~1! systems involving
midsized and large gas turbines~@12–14#!; ~2! dynamic modeling,
performance, technical issues, and integration considerations
~@15–19#!; ~3! microturbine specific studies~@20–21#!; and ~4!
details of experimental programs to demonstrate the coupling of a
microturbine with a SOFC~@22,23#!.

These papers cover the topic in a comprehensive manner for a
wide range of power applications, and include a variety of ther-
modynamic cycles including intercooling, recuperation, reheat,
bottoming cycles, and cogeneration.

Hybrid SystemÕPerformance. The modeling and perfor-
mance of the suggested hybrid approach is based on the utilization

Table 2 Microturbine operating conditions

Operating Mode

Gas Turbine
Alone Com-

bustion Mode

Coupled Gas
Turbine and

Fuel Cell

Technology status State-of-the-art Adv. applicn.
Thermodynamic cycle Recuperated Combined
Generator inlet temp., °C 15 15
Compr. temp. inlet/outlet, °C 18/194 18/194
Compr. flow, kg/sec 0.49 0.49
Compr. pressure ratio 4 4
Compr. efficiency, % 79.0 79.0
Turbine operating gas Comb. products SOFC effluent
Turbine inlet temp., °C 900~from Comb.! 907 ~from SOFC!
Turbine outlet temp., °C 637 651
Turbine flow, kg/sec 0.494 0.503
Turbine efficiency, % 84.0 84.0
Recuperator effectiveness 0.87 0.87
Recup. air temp. inlet/outlet, °C 194/577 194/591
Recup. gas temp. inlet/outlet, °C 637/254 651/254
Combustor efficiency, % 98.0 -
Mechanical efficiency, % 95.0 95.0
System pressure loss, % 10.0 15.0
Thermal efficiency, % 29.5 -
Generator efficiency, % 96.0 96.0
Power conditioning efficiency, % 95.0 95.0
Natural gas flow, kg/sec 0.0047 0.013
Gas compressor efficiency, % 30.0~PR4.5! 50.0~PR4.5!
Gas compressor flow, kW 3.5 7.5
Compressed gas temp., °C 413 255
Gas turbine gross power, kW 53.5 62.5
Gas turbine power output, kW 50.0 55.0
SOFC power output, kW - 334
Plant power output, kW 50.0 389
Plant overall efficiency, % 27.0 60.0
Heat recovery system in/out °C 254/175 254/50
Potential thermal kW in exhaust 40.0 112.0
Fuel utilization efficiency, % 50 80

Fig. 2 Microturbine performance evolution
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of a systems computer code that has been discussed previously
~@19#!. A rather simplistic sketch illustrating the pressurized SOFC
system is given in Fig. 3.

A simple flow schematic of the proposed hybrid system is
shown in Fig. 4. Microturbines are being developed in the power
range of 25–75 kW, and for the purpose of this study a represen-
tative 50 kW turbogenerator based on proven technology was as-
sumed. The complete microturbine package is regarded as a stand-
alone unit that can be operated independent of the fuel cell.
However, plumbing and control modifications must be incorpo-
rated for the overall plant to operate in a hybrid mode.

At this stage, the basic parameters were not necessarily opti-
mized, but rather selected to be in concert with available hard-
ware. For example, operation at elevated pressure yields a higher
voltage, at a given current, and this permits higher cell efficiency
and greater output, with the optimum pressure perhaps being in
the 5 to 10 atmosphere range. However, in microturbines with
radial flow turbomachinery, the compressor pressure ratio is mod-
est, with a representative valve being 4. The relationship between
cell voltage, current density and system pressure is shown in Fig.
5. The thermal efficiency for a state-of-the-art microturbine with a
turbine inlet temperature of 900°C, and a 0.87 effectiveness recu-
perator is 29.5%~Table 2!.

The flow schematic shown in Fig. 4 represents the system in its
simplest form, and it is recognized that more detailed analysis
may necessitate changes that will make it more complex. A startup
air heater is shown at the cell inlet. In its simplest form this could

be an electric unit. For steady-state operation it is assumed that the
heated air from the recuperator with a temperature of 591°C enters
the cell directly.

Additions to the system for hybrid operation include the fuel
heater, a natural gas desulfurizer, and a purge gas unit. New sec-
tions of ducting, together with various valves require alterations to
the microturbine external plumbing, and replacement of the natu-
ral gas compressor as will be covered in a later section. The plant
control system must also be updated.

A topic not discussed in detail in other papers is compressing
the natural gas prior to its injection into the combustor or fuel cell.
In the combustion mode the gas flow is low, and utilizing existing
hardware the efficiency of the very small gas compressor is mod-
est, this resulting in a discharge temperature of about 413°C for an
assumed pressure ratio of 4.5. In the hybrid mode, the gas flow to
the SOFC is higher, and an improved efficiency for the large
compressor was assumed, this resulting in a discharge temperature
of 255°C.

It is necessary to heat the natural gas to a higher temperature
than this prior to its entering the cell anode. Utilizing a gas bleed
from the turbine exit, the natural gas could be heated to about
600°C in a small heat exchanger. This could be further increased
if necessary using an electric heater, the actual value being deter-
mined by what percentage of the heat addition is done within the
cell. Using a bleed from the turbine inlet, the fuel could be heated
to about 875°C, but this would require a very high temperature
heat exchanger, and would penalize the turbine power. As will be
mentioned in a later section a better and safer solution might be to
use an electric heater.

Fig. 3 Solid-oxide fuel cell „SOFC… principle Õmodel

Fig. 4 Flow schematic of hybrid microturbine Õfuel-cell power plant

Fig. 5 Estimated solid-oxide fuel cell performance
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Utilizing the aforementioned code, a series of analyses were
undertaken to select the fuel cell parameters for compatibility with
a representative microturbine. The major features and operating
conditions of the fuel cell are given in Table 3. When operating on
the effluent from the SOFC the power from the microturbine
would increase. This is a result of the higher mass flow rate, and
the different fluid properties giving an increased enthalpy drop
across the turbine. In this mode of operation the microturbine
power would be 62.5 kW, and in subtracting the power required
by the small gas compressor, the power output would be 55 kW.
The power from the fuel cell is 334 kW, giving a total plant output
of 389 kW, with an overall efficiency of 60 percent. This is not
regarded as the optimum value, but rather is what was calculated
from the systems model, and the assumption of utilizing state-of-
the-art technologies. The gas outlet temperature from the recu-
perator to the heat recovery module is 254°C.

Hybrid System Operation. Detailed analyses of the various
operating modes, including startup, steady-state, transients, load
shedding, and shutdown are beyond the scope of this paper, but
have been addressed previously~@22#!.

The control system would be engineered to permit the micro-
turbine to operate independent of the fuel cell. In the startup mode
the microturbine would be brought up to full speed. Because of
the recuperator thermal capacitance, it would likely take at least
three minutes for the microturbine system to reach thermal
equilibrium.

The first step towards initiating the hybrid mode of operation
will be to purge the cell. In its simplest form the purge gas unit
could be cylinders of an inert gas. In order to maintain acceptable
temperature gradients and associated thermal stresses to prolong
cell life, the temperature of the equipment within the pressure
vessel will be brought up gradually in a controlled manner. The
valve installed in the recuperator air outlet duct would then be
modulated, and hot air bled to the cathode to bring the fuel cell,
ducting, and vessel internals up to temperature.

The next operation involves supplying the cell cathode with the
natural gas fuel. The efficiency of the small natural gas compres-
sor is modest, and for a pressure ratio of 4.5 the discharge tem-
perature would be about 255°C. Before entering the anode, the gas
would be further heated using either a heat exchanger or an elec-
tric heater. The valve at the gas compressor exit would be modu-
lated to gradually decrease the fuel flow to the microturbine com-
bustor, and increase the flow to the fuel heater and SOFC. During
the combustion mode, a small gas flow bled from the turbine exit
would flow through the heat exchanger to heat the fuel before it
enters the cell vessel. With SOFC light off the electrochemical
process would start, and the fuel cell gradually brought up to full

power. During this transition period there will likely be a drop in
turbine speed and power output as the SOFC temperature in-
creases. To avoid compressor surge during this transient~and oth-
ers! a blow-off valve is incorporated in the compressor discharge.
Once the SOFC reaches thermochemical equilibrium, the micro-
turbine would return to full power, now operating on the cell
effluent.

The above process would be reversed for the system shutdown.
Following cessation of flow to the microturbine combustor, the
temperature of the complete system would be brought down to a
low level in a controlled manner to avoid thermal stresses. If an
external electric power source is available, or by using the battery,
the microturbine could be motored~by means of the generator! to
gradually cool down the system.

Installation. The merits of using an annular recuperator
‘‘wrapped-around’’ the rotating machinery have been discussed
previously~@24#!. These include good gas flow paths with mini-
mum pressure losses, elimination of external ducts and bellows,
and the realization of a very compact turbogenerator.

Because of the ‘‘buried’’ nature of the package it would be
difficult to couple it with the fuel cell pressure vessel.

For the hybrid plant, it is better to utilize a microturbine con-
figuration in which the recuperator is installed behind the turbo-
machinery. An example of this type of installation is shown in Fig.
6. The external ducts are accessible, and could be simply re-
plumbed to incorporate the transition sections~incorporating the
necessary valves! to couple the turbogenerator with the fuel cell
vessel.

Waste Heat Utilization. In the hybrid mode the temperature
of the gas leaving the recuperator is about 254°C. A waste heat
module can be included to utilize this thermal energy after the
power cycle. Depending on the end user, this could include the
generation of low-grade steam, hot-water supply, chiller, hot-air
supply for drying, and desalination.

Since the natural gas has been desulfurized before entering the
fuel cell, there is no concern about sulfuric acid formation and
corrosion in the exhaust system~as for combustion turbines!, and
the final discharge temperature can be reduced to a low value. If
the discharge temperature to the atmosphere was 50°C, the avail-
able thermal energy in the exhaust would be about 112 kW. The
overall fuel utilization efficiency of the hybrid plant would be
about 80 percent.

Downstream of the heat recovery module a flue gas condenser
would be utilized. This would facilitate water recovery from the
exhaust gas prior to discharge to the environment. In some appli-
cations, this recovered water could have economic worth, particu-
larly in arid regions.

Table 3 Fuel cell features Õoperating conditions

High Temperature Fuel Cell Feature Parameter

Fuel cell type Pressurized SOFC~PSOFC!
Technology/status Advanced technology
Fuel De-sulfurized natural gas
Reformer type Radiant heated internally integrated
Operating pressure, atm Approx. 4
SOFC current density, Å/m2 3000
SOFC voltage, volts 0.66
SOFC pressure loss 5
SOFC heat loss, % 2
Airflow, kg/sec 0.49
Air inlet temperature, °C 591~from recup.!
Fuel flow, kg/sec 0.013
SOFC effluent temp., °C 907
SOFC effluent~by volume! H2O 8% CO2 4%, N2 74%,

O2 12%, CO 1%, H2 1%
SOFC power, kW 352
Power conditioning eff., % 95
SOFC AC output, kW 334*

*Power for fuel gas compressor~7.5 kW! debited from microturbine output.

Fig. 6 Microturbine with compact rear-mounted recuperator
installation „courtesy Elliott Energy Systems …
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Hybrid Plant Cost. There is a paucity of definitive cost data
in the open literature for both microturbines and fuel cells. The
ranges of the former is $300–400/kW, and $1000–4000/kW for
the latter. In light of this, establishing realistic capital and power
generating costs for the hybrid plant was considered beyond the
scope of this paper. Further, really meaningful costs for commer-
cial units must come from industry, and even these are premature
today since development programs are still in progress for both
microturbines and SOFCs.

Systems MismatchingÕAreas of Concern
In this paper it has been assumed that an essentially off-the-

shelf microturbine will be used and a custom built SOFC genera-
tor will be coupled with it. Understanding the operation of the
overall plant is complex. Issues such as system control, startup
and shutdown, load following, turndown capability, load shed,
systems dynamics, transients, and upset conditions, and safety
have been addressed recently~@13#!. A better understanding of
these will be realized with the imminent test of a coupled system
~@22#!, and this will facilitate more accurate system modeling in
the future.

The following areas of concern relate to system hardware,
mainly associated with the microturbine. In the hybrid mode the
mass flow rate through the turbine will be slightly higher. The
increased losses in the system, including the cell and ducts, will
lower the turbine inlet pressure. The nondimensional turbine flow
function @W~T!~1/2!/P# will thus be higher, and the turbine nozzle
area may need to be changed. Also, will the vapor-laden SOFC
effluent affect turbine performance, and are possible erosion and
corrosion in the turbine of concern?

The SOFC natural gas fuel flow is greater than for the gas
turbine combustion mode. The actual value is determined by the
selection of the appropriate air/fuel ratio at the cell inlet. Accord-
ingly, the small natural gas fuel compressor must either have the
necessary extra capacity and power, or be replaced with a larger
unit, with the latter being the most likely. Operating on SOFC
effluent the turbine enthalpy drop is larger, and slightly more
power will be generated, and a check if the generator and the
power conditioning system can accommodate this is required.

The performance of the recuperator will be impacted, likely
improved, when operating with the water vapor laden SOFC ef-
fluent on the hot side, and with a different thermal capacity rate
ratio. Data from the aforementioned test will allow this to be
realistically factored into an updated model.

It has been assumed that the temperature of the natural gas fuel
will be increased in a heat exchanger utilizing a small hot gas
bleed from the turbine exit~Fig. 4!. Providing a heat exchanger to
operate at elevated temperature is a challenge. To ensure safe
operation it may be necessary to utilize a double-barrier leak-
proof type of construction~@25#! to prevent a hazardous situation
if the hot gas and the fuel came into contact as a result of a leak in
the heat exchanger. An alternate approach may be to use an elec-
tric heater. The practicality and cost of this should be studied.

It can also be seen from the flow schematic~Fig. 4! that several
valves are required in the coupled system. Several of these are
modulated, and operate in a high temperature environment. The
reliability of these valves is a concern.

From a black start it will likely take several minutes for the
hybrid system to reach full-power equilibrium conditions. Perhaps
technology transfer from automobile fuel and programs, although
they are based on different systems, will contribute to the startup
time being reduced. With a piston engine, automobile users expect
full engine power available essentially at the turn of the ignition
key. Efforts to match this with future vehicular fuel cell power
plants are in progress in the automobile industry.

Many more areas of concern, and issues resulting from system
and parameter mismatching, will become apparent during the ini-
tial testing of a hybrid system.

Future Developments
This paper has addressed the coupling of a representative first

generation 50 kW microturbine with a SOFC to give a plant
power output of 389 kW, which, while too great for an individual
domestic dwelling, could be used in a wide range of facilities.

This paper has focused on a hybrid topping system based on a
first generation microturbine and a SOFC. It is recognized that
there are other variants that could have been considered, but were
viewed as being beyond the scope of this paper, and could include
the following, 1! a bottoming system in which the gas turbine
exhaust is used as the working fluid of a fuel cell such as the
molten carbonate fuel cell, 2! various cogeneration systems, and
3! more complex higher pressure ratio cycles utilizing multiple
turbomachinery spools with the fuel cell split into high and low
pressure generators.

With some vision, a projection has been made that by the end of
the next decade, individual homes will have a personal turbine
~PT! in their cellar~@26#!. To meet this postulated market, studies
are in an early stage of design definition~@27#! for a 5 kW recu-
perated personal turbine that could meet the total energy needs of
an individual home, including electrical power, hot water supply,
and air conditioning. It may also be possible by that time to
couple such a small power plant with a superconducting-magnet
electrical-energy-storage system.

Based on the use of proven technology, this small PT~shown in
Fig. 7! has an estimated thermal efficiency of about 23%. The
overall assembly is very compact, with a turbogenerator diameter
of 230 mm, and length of 300 mm.

When coupled with a SOFC, such a hybrid power plant, with an
output of about 30 kW, would have an overall efficiency on the
order of 60%. Such a postulated small-scale coupling warrants a
detailed engineering and economic assessment.

Summary
Current recuperated microturbines have a thermal efficiency of

about 30 percent. This could be increased to about 40 percent with
an all-metallic engine as shown in Fig. 1. To approach 45 percent
or higher requires the use of ceramics in all of the hot end com-
ponents. Currently, there is no evidence of an intensive develop-
ment program in the U.S. to achieve this goal. A more realistic
approach to establishing very high efficiency in small plants is the
coupling of a microturbine with a high temperature fuel cell.

A representative first generation 50 kW microturbine based on
proven technology has a thermal efficiency of 29.5 percent. Cou-

Fig. 7 Microturbine concept, power output 5 kW „courtesy C.
Rodgers, ITC, 1999 …
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pling this with a customized pressurized SOFC would give a hy-
brid plant with an output of about 389 kW, with an overall effi-
ciency of about 60%. If the waste heat is effectively utilized the
overall fuel utilization efficiency would be about 80%. It is ger-
mane to mention that other researchers have quoted efficiencies
higher than these values. Indeed, this may well be the case for
their specific modeling of an optimum system.

Both microturbines and fuel cells will shortly penetrate the dis-
tributed generation market to meet the needs of a variety of end
users. In this paper it was felt to be premature, based on the
current state of technology readiness, to identify an optimum hy-
brid plant in terms of parameter selection, efficiency, major fea-
ture selection, and cost. The system discussed is based on the best
technology available today. This will evolve rapidly as experience
is gained with microturbines that will enter commercial service
within the next year or so, and from pressurized SOFCs that are
still in an early stage of development.

An early assumption was made that an essentially off-the-shelf
microturbine could be directly coupled with a SOFC. However,
some areas of concern and possible mismatching were identified
that would require changes to some of the components to facilitate
the coupling. Many of these will become more apparent with the
forthcoming test of a small hybrid plant.

It was convenient to select a power rating of 50 kW, since this
is in the midrange of microturbines being developed; but the re-
sults presented are not unique to a specific power rating. Much
smaller natural gas-fired microturbines, say as low as 5 kW, may
become a reality within the next decade to meet the total energy
needs of an individual home. The coupling of such a small per-
sonal turbine~PT! with a SOFC has incredible potential and
would seem to be a topic that will surely be studied within the
next year or so.
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Universität Karlsruhe,
Kaiserstr. 12,
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Droplet Generation by
Disintegration of Oil Films at the
Rim of a Rotating Disk
A fundamental study has been performed to examine oil film disintegration mechanisms at
the rim of a rotating disk. The configuration investigated is an abstraction of one of the
droplet generation sources in an aeroengine bearing compartment. The paper aims to
contribute to both the determination of directly applicable droplet characteristics and the
establishment of a database that can be used for the development of droplet generation
models. The near-term objectives of the study are (i) to identify disintegration modes
relevant with respect to aeroengine bearing compartment operating conditions, (ii) to
determine droplet sizes under those operating conditions, and (iii) to measure individual
droplet diameter/velocity relationships. The long-term objective is to incorporate this
information into advanced CFD-based design tools. The disintegration modes identified
here were similar to previously reported flow regimes generated by rotary atomizers.
However, slightly different transition characteristics are documented for the turbine oil
considered here, indicating a transition occurring at either higher speeds or higher flow
rates. Droplet diameters and velocities are presented for relevant bearing compartment
conditions. In this mode, droplet diameters appear to be insensitive to the volume flow
rate, but show a finer atomization for increasing rotational speeds. Eventually a speed is
reached beyond which no further droplet diameter reduction is obtained. For the first
time, size class resolved droplet velocities are presented. A variation of operating param-
eters at a constant radial location does not have a significant impact on either the
normalized droplet velocity or the flow angle. Radial traverses show a decrease of the
droplet velocity with increasing distance from the rim of the disk and a transition from a
more tangentially oriented droplet trajectory to a more radial motion.
@DOI: 10.1115/1.1400753#

Introduction
In addition to striving for higher reliability and better maintain-

ability, the major development goal for new engines is still the
desire to increase the gas turbine’s efficiency. This goal is accom-
plished by increases of both the overall pressure ratio and the
turbine inlet temperature. In combination with the high rotational
speeds of the turbine rotor, these conditions result in specific prob-
lems within the heat management of the engine’s lubrication sys-
tem ~@1#!. More heat is generated due to enhanced churning and
windage inside bearing compartments and gearboxes as well as
due to heat conduction from the hot turbine disks. Furthermore,
lubrication loop/fuel heat exchange offers less potential due to the
efficiency increases and the resulting reductions of the specific
fuel consumption. In order to avoid an overheating of the lubri-
cant, which would have a variety of negative consequences and
could lead to a catastrophic failure of the engine, additional air
coolers have to be integrated into the oil system. However, this
technique comes with the penalty of higher parasitic losses and
limitations due to the additional weight and volume of coolers,
pumps, and filters. As a consequence, the design margin for the
lubrication system becomes smaller and design tool improvements
are a stringent requirement to meet the challenges of current and
future engine developments.

In recent years, progress has been made on the identification of
bearing compartment flow patterns~@2#! the characterization of oil
film flows ~@3,4#!, and the heat transfer along the internal bearing

chamber housing walls~@5–7#!. Droplet flows in a rotating, annu-
lar two-phase flow environment were studied for air/water mix-
tures at low speeds by Zaidi et al.@8# Although encouraging and
an important step towards a physics-based bearing compartment
design process, as opposed to purely empirical approaches, the
results obtained so far were taken for simplified geometries and do
not reflect the extremely complicated designs found in actual en-
gines. A viable approach towards an improved bearing compart-
ment design would be to use CFD methods to predict the two-
phase air/oil flow in lubrication system components. A study
presented by Glahn et al.@9# suggested the feasibility of such an
approach. However, a prerequisite for a successful implementa-
tion of these tools into a standard design environment is the avail-
ability of boundary conditions and the development of submodels
which describe the complex phase interaction mechanism and at-
omization effects prevailing in these parts.

As the first phase of a multiyear, fundamental investigation into
generic oil system atomization processes, the current study exam-
ined the disintegration of oil films at the rim of a rotating disk.
The objectives were as follows:~i! to identify disintegration
modes relevant with respect to aeroengine bearing compartment
operating conditions,~ii ! to determine droplet sizes under those
operating conditions, and~iii ! to measure individual droplet
diameter/velocity relationships.

The current experimental paper aims to contribute to both the
definition of directly usable droplet characteristics and the estab-
lishment of a database that can be used for analytical model de-
velopment. Prior to the discussion of experimental findings, which
will address all of the above-mentioned issues, basic atomization
processes at rotating surfaces are described. The experimental
setup developed and built for this task is introduced and experi-
mental techniques for flow visualization and individual droplet
diameter/velocity measurements are described briefly.
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Experimental results are presented in terms of samples from the
visualization work, a disintegration map, characteristic spray di-
ameters as a function of rotational speed and flow rate, and
comparisons with an empirical droplet size correlation available
from rotary atomizer studies. Droplet-size-dependent velocities,
which are available for the first time for these applications, will be
presented and discussed for independently varied operating
parameters.

Rotary Atomization

Phenomenological Description. Remarkable similarities can
be found between some of the basic flow features expected to
exist in bearing compartments and the flow in rotary atomizers,
which are used in chemical engineering and process technology.
Lefebvre @10# gives an overview on the working principle and
summarizes performance correlations for this kind of atomizer.

In rotary atomizers, liquid is fed onto a rotating surface, e.g., a
flat disk, where it spreads out under the action of the centrifugal
force. Several mechanisms of atomization are observed, depend-
ing on the flow rate of the liquid and the rotational speed of the
disk. At low values for both parameters, the liquid spreads out
across the surface and is centrifuged off as discrete drops of uni-
form size. This phenomenon is named direct drop formation.
Droplets generated by this type of disintegration are shown in Fig.
1~a! which was obtained within this study for the atomization of
lubrication oil ~Mobil Jet 2! at a temperature ofToil5295 K, i.e.,
for a highly viscous fluid.

If either the flow rate or the rotational speed is increased, liga-
ments are formed which are converted into a series of fine drops
of fairly uniform size. The process is a discontinuous one and
occurs from place to place at the periphery of the rotating cup or
disk. The number of ligaments increases with increasing flow rate
up to a maximum value, beyond which it remains constant. The
increase in flow rate does not change the atomization process in
principle, except the ligaments, which are formed along the entire
periphery, are larger in diameter. This process is termed atomiza-
tion by ligament formation and is shown in Fig. 1~b!.

With further increases in flow rate or speed, the condition is
eventually reached where the ligaments can no longer accommo-
date the flow of liquid. A thin continuous sheet is formed that
extends radially outward from the rim of the disk until an equi-
librium is reached, at which the surface tension force at the free
edge is equal to the kinetic energy of the advancing liquid sheet. A
thick film is produced, which again disintegrates into ligaments
and drops. However, the ligaments are formed in an irregular
manner that results in a larger variation in drop sizes. This process
is referred to as atomization by film formation and is shown in
Fig. 1~c!.

Critical Flow Rates. For practical applications, it is impor-
tant to identify the disintegration mode prevailing at a given set of
operating conditions and, even more important, to characterize the
spray generated. Several empirical and semi-empirical correla-

tions have been proposed to calculate the critical flow rates cor-
responding to the transition from one mode of atomization to an-
other ~@10#!. The usage of the available database and correlations
derived from it is problematic due to strong differences in geom-
etry and fluid properties. More importantly, none of the studies
known to the authors considers a sufficient range of rotational
speeds which makes an extrapolation difficult. Therefore, own
investigation were required to examine the quality of available
correlations with respect to typical bearing compartment condi-
tions. However, a correlation proposed by Matsumoto et al.@11#
for the transition from direct drop to ligament formation,

V150.0333•On20.9
•We* 20.85 (1)

and a proposal made by Hinze and Milborn@12# for the transition
from ligament formation to film formation,

V150.5083•On20.333
•We* 20.60, (2)

were included in the analysis and considered as a reference to our
own investigations.

Note that both Eq.~1! and Eq.~2! were rearranged slightly from
the form given in the original papers to obtain nondimensional
parameter groups, which are commonly used in atomization,
namely the modified Weber number,

We* 5
1

8

rLv2D3

s
.

and the Ohnesorge number.

On5
mL

ArL•D•s
.

The asterisked Weber number, which is the ratio of destabiliz-
ing aerodynamic forces to stabilizing surface tension forces, refers
to the fact that it was defined with the liquid density,rL , rather
than the density of the gaseous phase. The Ohnesorge number
summarizes fluid properties, which have an impact on the atomi-
zation process. In addition, both equations use a nondimensional
flow rate defined as follows:

V15
rLq2

s•D3 .

Using Eqs.~1! and~2!, a disintegration map can be obtained to
identify breakup mechanism as a function of operating conditions.
An example is shown in Fig. 2.

The exponential relationships shown in Fig. 2 delineate the
boundaries of the three disintegration modes in terms of flow rate
~x-axis: V11/2}q! and rotational speed~y-axis: We* 1/2}v!. Note
that Eqs.~1! and ~2! have different exponential relationships be-
tween flow rate and property group (V1}Onm) and, therefore, the
actual representation of Eq.~1! and the comparison shown in Fig.
2 holds only for the specified temperature.

Fig. 1 Droplet disintegration modes; „a… direct drop formation, „b… ligament
formation, „c… film formation
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Considering a given operating pointP, it might be interesting to
know if the disintegration mode changes with any variation of
fluid properties or geometrical and experimental boundary condi-
tions. The impact of flow rate and speed has already been dis-
cussed with the phenomenological description of the atomization
processes. Figure 2 illustrates again that increases for both param-
eters tend to shift the breakup mechanism towards film formation.

Furthermore, effects of fluid properties have been illustrated:
Higher density will make film formation more likely, whereas a
higher surface tension, as expected, will be able to maintain liga-
ment~or direct droplet! formation at higher flow rates and speeds.
Viscosity tends to shift the disintegration mechanism towards film
formation, but the effect is much smaller than the impact of a flow
rate increase (}m1/6). It is interesting to note that variations of the
driving geometrical parameter, namely the disk diameter, move
the operating point towards higher Weber numbers, but also to-
wards lower nondimensional flow rates. Thus, the operating point
moves parallel to the transition curves and the disintegration mode
is not expected to change due to this variation.

Based on these observations, a simple test rig was designed
with the goal to simulate relevant engine conditions in terms of
Weber numbers and nondimensional flow rates. The rig and the
measuring techniques applied are described in the next section.

Experimental Setup and Techniques

Test Rig. The first goal within this experimental study was to
identify oil film breakup mechanisms at rotating surfaces for rel-
evant bearing compartment conditions. Though Fig. 2 defines
transition curves between individual modes, it had to be validated
for lubrication oil and high rotational speeds. Furthermore, it had
to be checked whether or not all disintegration modes occurring
for turbine oil were identified. In order to cover a large portion of
the disintegration map for these validations, the flow rate-property
group,V11/2On1/6, can be easily varied by adjusting the volumet-
ric oil flow rate. However, the physical dimensions and the rota-
tional speed of the rig set the maximum Weber number. Both
parameters had to be chosen such that two goals were met:~i! to
achieve modified Weber numbers relevant for bearing compart-
ments and~ii ! to aim for a simple rig design that allows full
optical access for droplet sizing and velocimetry.

Using actual engine lubrication oil for the current fundamental
tests and considering that density and surface tension are only
weakly dependent on temperature, engine Weber numbers are ob-
tained for

We* T

We* E
51'S vT

vE
D 2S DT

DE
D 3

. (3)

Equation~3! suggests that it would be favorable to simulate the
modified Weber number by aiming for a higher disk diameter.
Increasing the disk diameter allows the rotational speed to be held
at moderate levels, allowing a much simpler design. A disk diam-
eter of 0.2 m~7.874 in.! and a maximum speed of almost 6000
rpm set the maximum Weber number for this investigation to
about 1.5•107. The actual test rig is shown in Fig. 3. The disk is
supported in a cantilever arrangement in order to have a flush,
fully accessible disk face. The shaft, positioned by spindle bear-
ings, is driven by an electro-motor in combination with a flexible
coupling and a flat belt. The disk is located in a stationary housing
with an inner diameter of 0.301 m~11.85 in.!. It consists of an
aluminum frame supporting a transparent thermoplastic that al-
lows optical access throughout the whole circumference.

Oil is pumped out of a reservoir through an electrical oil heater
~Tmax5473 K for 50.1 kg/s! into the rig. It is fed along the cen-
terline onto the spinning disk using a tube with an inner diameter
of 6•1023 mm. Atomized oil is collected at the stationary, trans-

Fig. 2 Droplet disintegration map

Fig. 3 Test rig
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parent housing walls. Gravitation forces the oil to flow downward
into the oil sump from where it is drained via holes back into the
reservoir. The oil flow rate is bypass controlled.

Measuring Techniques. The experimental objectives of this
study, namely the identification of disintegration modes and the
quantitative characterization of the various modes, required apply-
ing techniques for flow visualization as well as laser-Doppler
techniques for the droplet sizing and velocimetry.

For the first task, stroboscopic illumination along with a simple
video camera was used to obtain a detailed documentation of oil
flow patterns. All flow phenomena were monitored on a screen,
recorded on videotape, and examined in detail using digital pic-
ture processing.

A single particle counter, Aerometrics’ PDPA, was used for the
measurement of droplet sizes and velocities. In recent years, the
PDPA has become a standard technique for atomization studies.
Thus, a lengthy description of the measuring principle is not in-
cluded here and the interested reader is referred to the specific
literature ~e.g., @13#!. However, the adaptation of this measuring
technique to the current test is special because it uses a backscat-
ter arrangement at an off-axis angle of 130 deg. Measurements in
the reflection mode were possible due to the fact that refractive
indices for oil are greater than 1.4. As a consequence the region
between the first and second rainbow, the so-called Alexander’s
darkband, opens and measurement configurations with negligible
Gaussian beam and slit effects are feasible. A comprehensive
analysis of this configuration is given by Willmann et al.@14#.

Experimental Results

Flow Visualization. Flow visualization studies were per-
formed following two test procedures:~i! a given flow rate was
adjusted and droplet generation mechanism were identified and
recorded for various speed settings;~ii ! the rotational speed was
prescribed and the flow regimes were characterized as a function
of flow rates. A total of 62 different operating conditions were
examined. The rotational speed was varied in the range of
250 rpm<n<5000 rpm, whereas flow rates were varied within
1 l/h<q<120 l/h (2.78•1027 m3/s<q<3.33•1025 m3/s). Fluid
property variations were achieved by setting two different tem-
perature levels, namelyToil5295 K and Toil5364 K. Typical
samples from the flow visualization work have already been pre-
sented in Fig. 1. The major result of this part of the investigation
was the revision of the disintegration map.

For the sake of clarity, instead of individual marks pointing at
certain disintegration modes as a function of operating conditions,
only the transition lines and bands illustrating the experimental
scatter were included in the disintegration map given in Fig. 2. In
comparison with Eqs.~1! and ~2!, this study suggests slightly
modified characteristics, which shift the transition lines towards
higher flow rates or speeds. The following equations, derived from
modifications of the empirical correlation coefficients, were found
to give a better description of the transition for the current
application:

Direct drop to ligament formation,

V150.0854•On20.9
•We* 20.85, (4)

and ligament formation to film formation,

V150.1378•On20.33
•We* 20.435. (5)

As another important result, it was confirmed that no other than
the three modes described above occurred. Based on these obser-
vations, it is now possible to make a judgement as to which mode
is relevant for bearing compartment-type oil atomization pro-
cesses at spinning surfaces. Assuming a rotating shaft or a disk
surface in a bearing compartment with a diameter of 0.1 m, spin-
ning at a minimum rotational speed of 6000 rpm, the Weber num-
ber is at least in the order of 107. Therefore, considering a low
local flow rate ~i.e., close to the disk! of about 25 l/h(6.94

•1026 m3/s) and turbine oil properties, it can be concluded from
Fig. 2 that film formation is the relevant disintegration mode. As
discussed before, higher flow rates and higher rotational speeds
will move the operating point even farther into the film formation
region.

Test Matrix for Droplet Sizing and Velocimetry. Measure-
ments for the characterization of sprays generated by film forma-
tion were carried out for 39 different operating conditions that
cover a range of rotational speeds, oil flow rates, and tempera-
tures. All conditions are highlighted in the disintegration map of
Fig. 2. The nominal measurement location was defined to be in the
plane of the disk face at a distance of 25•1023 m ~1 in.! from the
rim ~z50, DR525•1023 m, Fig. 4!.

The angular position for all measurements wasw545 deg. In
addition to operating parameter variations at a given location,
measurements were obtained in order to study the spatial distribu-
tions of spray characteristics. Traverses inz andR were measured
for two temperature levels at constant speed and flow rate condi-
tion of We* 51.15•107 andV157.16•1022, respectively.

In the following paragraphs, some typical results will be pre-
sented. First, results will be discussed in terms of actual dimen-
sional quantities, which are often more intuitive than nondimen-
sional parameters. However, the major part of the experimental
results will be discussed as a function of nondimensional operat-
ing conditions in order to allow a scaling to other applications.

Typical Droplet Sizes and Velocities. Figure 5 shows results
in terms of average droplet diameter (D10), area-averaged droplet
diameter (D20), and volume-averaged droplet diameter (D30), ob-
tained from a radial traverse extending from the rim of the disk
(DR50 mm) to the stationary housing (DR550 mm). A signifi-
cant reduction of droplet diameters is observed at a radial distance
of DR520 mm. Keeping in mind that the droplet formation mode
considered here is initiated by a film layer which separates from
the face of the disk and disintegrates somewhat radially outward
from the rim, Fig. 5 visualizes the transition from the film sepa-
ration to the actual spray. Apparently, the atomization process is
completed at a distance of aboutDR520– 25 mm. At larger radii
the characteristic droplet diameter remains constant. Note that all
parameter variations and the investigation of their impact on the
spray diameter and individual droplet velocities, which will be
shown subsequently, were measured at the locationDR525 mm
(DR/D50.125). Thus, it can be concluded that transitional
modes due to an incomplete atomization did not have an impact
on the results discussed here.

Figure 6~a! presents characteristic spray diameters for a varia-
tion of rotational speeds at a constant oil flow rate of 103 l/h(q
52.78•1025 m3/s). Spray diametersDV,x represent the fractionx
of the droplet volume bounded in droplets with diameters smaller
than the given value. A tracking of these values allows determi-

Fig. 4 Test nomenclature
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nation of whether the spray becomes coarser or finer under certain
operating conditions. Thus, a conclusion to be drawn from Fig.
6~a! is that the spray quality is sensitive to variations of the rota-
tional speed. Up to about 3000–4000 rpm, higher rotational
speeds tended to produce finer sprays— with a stronger effect at
lower speeds. Figure 6~a! suggests that no further decrease of
spray diameters can be obtained beyond a certain condition.

Figure 6~b! presents ensemble averaged velocities for the same
conditions, i.e., an averaged velocity representation of all size
classes that are smaller than or equal to the given characteristic
diameter, and allows a comparison with the rim speed of the ro-
tating disk. All characteristic droplets show the same trend to-
wards higher velocities with increasing disk speed, though the
velocity deficit compared to the rim increases as well. The smaller
droplets apparently have a lower velocity, which indicates the ex-
pected stronger impact of the surrounding quiescent air on a small
particle ~drag}̃D2 while momentum}̃D3!. However, as it was
shown before, the characteristic diameters vary also with speed.
Therefore, it is difficult to draw any other than qualitative conclu-
sions from ensemble-averaged velocities.

A much better way of analyzing the velocity data is shown in
Fig. 6~c!. Velocities for two droplet sizes of 50mm and 100mm
were extracted from the raw data and plotted as a function of
rotational speed. Using this method, it is possible to separate the
impact of operating conditions on droplet sizes and velocities and
cause/effect relationships can be studied. An example is given in
the next section with results analyzed in terms of nondimensional,
size class resolved droplet velocity distributions.

Figure 7 presents characteristic spray diameters for a variation
of oil flow rates at a fixed speed of 5000 rpm (We* 51.15
•107). The chart leads to the conclusion that the spray quality—
within the disintegration mode considered here—is relatively in-
sensitive to variations of the oil flow rate, showing only a weak
increase of the diameters with the flow rate.

Mean Droplet Diameters as a Function of Nondimensional
Operating Conditions. One of the objectives of this investiga-
tion was to define droplet characteristics for bearing compartment
fluids and operating conditions. For scaling purposes, it is instruc-
tive to discuss the results obtained for this application in terms of
nondimensional parameters. Assuming that the atomization prod-
uct is a function of the same quantities as the atomization process,
Sauter mean diameters~SMD!, which have been normalized with
the disk diameter, are plotted in Fig. 8 as a function of nondimen-
sional speeds (We*1/2) and flow rates (V11/2On1/6). A comparison
is made with an empirical correlation developed for the character-
ization of rotary atomizers~@15#!:

SMD5
15.6

n S s

D2
•rL

D 0.4

q0.5. (6)

According to Lefebvre@10# Eq. ~6! will result in a SMD given
in @m#, as long as all other parameters are used in SI units. How-
ever, a dimensional analysis does not confirm this statement. Fur-
thermore, it may already be concluded from Fig. 7 that the rela-
tion SMD}q0.5, as suggested by Eq.~6!, would not reflect the
experimental findings discussed here. However, it is the only cor-
relation known for the SMD produced by this atomization mode
and, therefore, it is worthwhile to use for a comparison.

Fig. 5 Radial droplet diameter distribution „q
Ä2.87.10À5 m3Õs, zÄ0 m, vÄ523.6 sÀ1, TÄ295 K…

Fig. 6 Characteristic diameters and velocities versus rota-
tional speed „DRÄ25.10À3 m, zÄ0 m, qÄ2.872.10À5 m3Õs,
TÄ295 K…
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A comparison of Fig. 8~a! and 8~b! shows that the mean spray
diameter is underpredicted for a high flow rate and over predicted
for low flow rate—another indication for a mismatch of the flow
rate impact on the SMD by Eq.~6!.

A remarkable result can be seen in the relationship between the
nondimensional speed and the droplet size. At low and moderate
speeds, droplets follow the proposed relationship SMD}v21

}Vrim
21, indicating that increasing aerodynamic forces are leading

to finer sprays. However, the data shown in Fig. 8 suggest that
eventually a condition could be reached beyond which a further
decrease appears to be impossible. The possibility that the Sauter
mean diameter remains constant—within some experimental
scatter—or actually increases, as shown in Fig. 8, needs to be
analyzed in further studies.

Axial and Radial Diameter Distributions. Axial and radial
traverses were measured to study the droplet propagation in the
vicinity of the rotating disk rim. Figure 9 shows the SMD as a
function of the axial distance from the disk as it was defined in
Fig. 4. Close to the plane of the disk face, the mean diameter is
represented fairly well by the empirical correlation given in Eq.
~6!. As the measurement location moves either farther away~posi-
tive z-direction! or behind the atomization plane~negative
z-direction!, only small droplets are observed and the SMD drops
accordingly. This is due to the higher inertia of larger droplets,
which tends to keep their trajectories in the atomization plane, i.e.,
larger droplets have a narrow spray angle in theR-z-plane. An
illustration for the overall spray angle can be seen in data rate
distributions, which are also shown in Fig. 9 for two radial loca-
tions. At both radii, good data rates,DR, are observed in a narrow
range ofDz/D50.02. Closer to the rim (DR/D50.12) the peak
data rate is closer to the face of the disk. However, even at the
larger distance (DR/D50.125) the data rate distribution indicates
that any axial transport phenomena may be neglected in this
analysis. Weighing the measured SMD with the data rate enables
some judgement on the volumetric flow rate. Thus, another con-
clusion from Fig. 9 is that the empirical correlation given in Eq.
~6! represents the SMD for the major portion of the oil flow rate
fairly well. Droplet data at larger distances from the disk face
represent a second order effect with respect to the atomization
quality, however, this kind of information is useful for a validation
of computational prediction methods for the turbulent droplet
motion.

Figure 10 shows a radial SMD distribution for the same oper-
ating condition and traverse as presented in Fig. 5. The qualitative
trend has already been discussed before. At this point, it should be
highlighted that the empirical correlation defined by Eq.~6! is
well suited to characterize the SMD for the completed atomization
process.

Size Class Resolved Droplet Velocity Distributions. In or-
der to calculate the oil distribution inside a bearing compartment
or to assess the impact of local flow phenomena like droplet im-
pingement it is necessary to determine both the droplet size and
velocity distributions for a given operating condition. As it was

Fig. 7 Characteristic diameters versus oil flow rate „DRÄ25
"10À3 m, zÄ0 m, vÄ523.6 sÀ1, TÄ295 K…

Fig. 8 Sauter mean diameter „SMD… versus nondimensional
rim speed at different oil flow rates

Fig. 9 Axial droplet diameter distribution „DRÄ25"10À3 m,
vÄ523.6 sÀ1, qÄ2.897"10À5 m3Õs, TÄ343 K…
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demonstrated in Fig. 6, this information has to be provided in
terms of size class resolved velocities as opposed to ensemble-
averaged velocity for certain characteristic diameters.

Figure 11 provides this information in a nondimensional form
by referring total velocities of 50mm and 100mm droplets to the
rim speed~Fig. 11~a!! and by identifying the flow angle,a, rela-
tive to the rotating disk~Fig. 11~b!!. Operating conditions are
characterized by the nondimensional rotational speed, (We* 1/2),
and three different flow rates. However, as can be seen from an

examination of both Figs. 11~a! and 11~b!, the flow rate does not
have any significant impact on the individual droplet velocities.
Furthermore, it is interesting to note that 50mm droplet velocities
remain constant atVtot(50mm)/VRim50.4, whereas the larger
droplet size class shows a weak dependency from the rotational
speed and varies within 0.6,Vtot(50mm)/VRim,0.7. The droplet
flow angle~Fig. 11~b!! does not show any dependency on either
the rotational speed or the flow rate and, in addition, is about the
same for both size classes (a'37 deg).

Radial distribution of size class resolved velocities are plotted
in Fig. 12 for 50mm, 63 mm, and 79mm droplets. As shown in
Fig. 12~a!, the velocity for all size classes decreases with increas-
ing distance from the disk rim. As expected, the largest droplet is
able to maintain the highest velocity. At the largest radius, the
velocity ratioVtot(50mm): Vtot(63mm): Vtot(79mm) is about the
same as the droplet diameter ratio, namely 1:1.24:1.59. This is a
plausible result, because once the atomization process is com-
pleted, the forces determining the droplet motion are the droplet’s
inertia and the friction against the gaseous environment. Thus, the
droplet Reynolds number ReD}Dd is expected to characterize the
behavior of different size classes.

Flow angles for all three diameters are shown in Fig. 12~b!. As
it was observed before~Fig. 11~b!!, all size classes have basically
the same flow angle characteristic with smaller angles, i.e., a more
tangentially orientated trajectory, closer to the rim and increasing
angles approaching a value ofa545 deg as the droplets move
radially outward.

Conclusions
Several conclusions with an impact on the modeling of droplet

flows in bearing compartments can be drawn from the fundamen-
tal studies described in the present paper:

Fig. 11 Droplet flow vector versus operating conditions
„qÄ2.24"10À5 to 3.33 "10À5 m3Õs, DRÄ25"10À3 m, zÄ0 m,
TÄ295 K…

Fig. 12 Droplet trajectories „qÄ2.87"10À5 m3Õs, zÄ0 m,
vÄ523.6 sÀ1, TÄ295 K…

Fig. 10 Radial droplet diameter distribution „qÄ2.87
"10À5 m3Õs, zÄ0 m, vÄ523.6 sÀ1, TÄ295 K…
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A disintegration map has been established which indicates that
all droplet generation mechanisms reported for rotary atomizers
also occur for viscous oil on rotating disks. However, the transi-
tion between the modes shifts towards higher rotational speeds
and flow rates, respectively. Correlations for critical flow rates
have been modified to account for this effect.

Droplet generation by film formation is the relevant disintegra-
tion mode for bearing compartment flows and has to be consid-
ered for the droplet flow analysis.

The impact of the liquid flow rate on the spray characteristic is
negligible. In contrast, the rotational speed strongly affects the
droplet size distribution. Up to a certain condition, high speed
tends to produce a finer spray. Beyond a maximum speed, which
has to be defined in further studies from a broader database, no
further decrease appears to be possible.

Conditions have been identified for which an empirical corre-
lation is able to predict fairly well the spray quality in terms of the
Sauter mean diameter.

Size class resolved velocities are available for the first time for
this application. Total droplet velocities normalized with the rim
speed as well as the droplet flow angles are insensitive to the flow
rate and the rotational speed.

Based on the measurements and results of the present paper, a
database describing a fundamental droplet generation mechanism
is available in a nondimensional form and can be scaled to similar
applications. Furthermore, the results presented here can be used
as benchmark data for numerical predictions.
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Nomenclature

D 5 disk diameter@m#
DD 5 droplet diameter@m#

D10,20,305 averaged droplet diameters based on number, surface
area, and volume@m#

DV,x 5 characteristic droplet diameter, representing the frac-
tion x of the total droplet volume accumulated at the
specified diameter@m#

DR 5 data rate, number of validated droplet measurements
per unit time@1/s#

N 5 rotational speed@1/s#
On 5 Ohnesorge number

q 5 volumetric flow rate@m3/s#
R, w, z 5 cylindrical coordinates@m, deg, m#

DR 5 radial distance measured from the rim@m#
SMD 5 Sauter mean diameter, SMD5D30

3 /D20
2 @m#

T 5 Temperature@K#

V 5 Velocity @m/s#
V1 5 Nondimensional volumetric flow rate

We* 5 modified Weber number
a 5 flow angle, tana5Vrad/Vtan @deg#
r 5 density@kg/m3#
m 5 dynamic viscosity@kg/~m•s!#
s 5 surface tension@N/m#
v 5 angular velocity@1/s#

Subscripts

E 5 engine conditions
L 5 liquid

max 5 maximum value
rim 5 rim of the disk
rad 5 radial

T 5 test conditions
tan 5 tangential
tot 5 total
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Flow and Heat Transfer in an
Industrial Rotor-Stator Rim
Sealing Cavity
Flow and heat transfer in the row-1 upstream rotor-stator disk cavity of a large 3600-rpm
industrial gas turbine was investigated using an integrated approach. A two dimensional
axisymmetric transient thermal analysis using aeroengine-based correlations was per-
formed to predict the steady-state metal temperatures and hot running seal clearances at
ISO rated power condition. The cooling mass flow and the flow pattern assumption for the
thermal model were obtained from the steady-state two dimensional axisymmetric CFD
study. The CFD model with wall heat transfer was validated using cavity steady-state air
temperatures and static pressures measured at inlet to the labyrinth seal and four cavity
radial positions in an engine test which included the mean annulus static pressure at hub
radius. The predicted wall temperature distribution from the matched thermal model was
used in the CFD model by incorporating wall temperature curve-fit polynomial functions.
Results indicate that although the high rim seal effectiveness prevents ingestion from
entering the cavity, the disk pumping flow draws air from within the cavity to satisfy
entrainment leading to an inflow along the stator. The supplied cooling flow exceeds the
minimum sealing flow predicted from both the rotational Reynolds-number-based corre-
lation and the annulus Reynolds number correlation. However, the minimum disk pumping
flow was found to be based on a modified entrainment expression with a turbulent flow
parameter of 0.08. The predicted coefficient of discharge (Cd) of the industrial labyrinth
seal from CFD was confirmed by modifying the carryover effect of a correlation reported
recently in the literature. Moreover, the relative effects of seal windage and heat transfer
were obtained and it was found that contrary to what was expected, the universal windage
correlation was more applicable than the aeroengine-based labyrinth seal windage
correlation. The CFD predicted disk heat flux profile showed reasonably good agree-
ment with the free disk calculated heat flux. The irregular cavity shape and high rota-
tional Reynolds number (in the order of 73107) leads to entrance effects that produce a
thicker turbulent boundary layer profile compared to that predicted by the 1/7 power
velocity profile assumption.@DOI: 10.1115/1.1400754#

1 Introduction

Investigation of the flow and heat transfer in heated rotating
cavities are of particular interest to the aero-based gas turbine
industry because of their relevance to performance, weight, and
safety concerns. Proper definition of the thermal and flow envi-
ronment in rim sealing, interstage, and interdisk cavities of com-
pressors and turbines leads to the prediction of reliable disk/rim
temperature distributions and the use of minimum cooling flow
rates. In existing gas turbines, the amount of air required to seal
one turbine disk rim can be reduced to approximately one percent
of the compressor air flow which leads to an improvement in
efficiency. In particular, the nature of the flow-field and effective-
ness of cooling~or heating! in turbine rotor-stator~or rotor-rotor!
cavities depends on the amount and orientation at which the su-
perimposed compressor cooling flow is introduced. The amount is
balanced against hot gas ingress due to disk fluid entrainment
requirements and nonaxisymmetric static pressures in the main-
stream flow, as well as heat conduction from the blade/vane at-
tachment areas to produce acceptable disk/rim temperatures.

In large heavy-duty industrial gas turbines, however, reliable
predictions of temperature and cooling mass flow have only re-

cently become more critical to the manufacturers because of the
evolving competitive industry and changing market requirements.
In these gas turbines, massive turbine disks exist which although
running at a maximum angular speed of 3600 rpm, the high rim
radius can produce a rotational speed which is higher than the disk
rim speed belonging to an aero engine. Therefore, rotational and
annulus Reynolds numbers can be an order of magnitude higher.
Another feature is the shape of the labyrinth seal which can have
many fins and grooves on both rotor and stator surfaces unlike the
aero-based labyrinth seal which is finned on only one side. Since
most of the data cited in the literature which support rotating
cavity theory are in the Reynolds number range of aeroengine gas
turbines, the primary motivation for carrying out this investigation
was to assess the validity of applying aeroengine-based design
correlations of flow and heat transfer to an industrial cavity ex-
ceeding this range. The criteria used for selecting the cavity was
that it needed to be simple for benchmarking against measured
data but yet include the important effects of the labyrinth seal, the
rotating cavity irregular geometry, the rim seal, and the effect of
annulus ingestion. Based on this criteria, the design correlations
under investigation are the minimum cooling flow to seal the rim,
the coefficient of discharge~Cd!, windage heating through a laby-
rinth seal as well as the rotor-stator cavity, wall heat transfer, and
boundary layer thickness. In addition, the flow pattern with re-
spect to cavity geometry and the criterion for annulus ingestion
can be investigated.

The design criteria to determine the minimum cooling flow to
seal the disk rim against hot gas ingestion is a topic of continuous
research. The complexity to estimate such flows accurately arises

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-285. Manuscript received by IGTI November 1999; final
revision received by ASME Headquarters February 2000. Associate Editor: D. R.
Ballal.

Journal of Engineering for Gas Turbines and Power JANUARY 2002, Vol. 124 Õ 125
Copyright © 2002 by ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



as a result of higher annulus Reynolds number and a larger min-
to-max annulus circumferential static pressure variation across the
rim seal. In addition, the effect of the labyrinth seal preswirl and
cavity geometry on fluid dynamics is important. In their study of
a simple model rotor-stator disk cavity with a rim discourager and
the effect of the mainstream air, Roy et al.@1# report the existence
of a recirculation region in the source region~i.e., lower cavity!
with strong radial outflow along the disk and a rather weak inflow
along the stator. They report the source region of the cavity to be
dominated by radial flow and the tangential velocity increased
with radius. Radial inflow along the stator was observed near the
discourager; However, the mean tangential velocity in the core
region~i.e., at the upper part of the cavity! was higher. They also
measured static pressure distribution and found that the circum-
ferential pressure asymmetry in the mainstream flow had been
dissipated across the discouragers. The effect of an external flow
field on the sealing of a rotor-stator cavity has previously been
investigated by others such as Vaughan@2#, and later by Phadke
and Owen@3#, Ko and Rhode@4#, Chew et al.@5#, Green and
Turner@6#, and Bohn et al.@7#. More recently, Bohn et al.@8# and
Reichert and Lieser@9# discuss the parameters relevant to rim
sealing effectiveness. These studies show that for a given seal
clearance, increasing the mass flow parameter~Cw! or the ratio of
seal axial velocity to mainstream gas velocity leads to an increase
in the sealing effectiveness. The heat transfer aspects of rotor-
stator cavities have been studied by a number of investigators
such as Owen and Rogers@10#, Chen et al.@11#, and Roy et al.
@12#.

The geometry under consideration represents the row-1 rim
sealing cavity of a large industrial gas turbine shown in Fig. 1. It
consists of an industrial labyrinth rim seal with 18 grooves and 18
fins ~equally divided between rotor and stator!, a rotor-stator cav-
ity with an axial step occurring mid way, a radial rim seal, and the
mainstream gas flow plenum between the first stage vanes and
blades. At steady-state rated power condition, the rotational Rey-
nolds number at the rim seal location is 7.43107, the annulus
axial Reynolds number is 6.43106, the cavity has an irregular
geometry in the radial direction with a radius ratio of 0.75, and the
axial gap ratio is nonuniform with a minimum of 0.014 and a
maximum of 0.04. In Section 2 which follows, the aerothermal

analysis method and integrated approach including the validation
process using the available steady-state temperatures and static
pressures are described. The results are presented in Section 3
which consist of thermal analysis/CFD model validation, and
comparison of the results with aero-based correlations. A sensitiv-
ity study was performed on the validated CFD model to establish
the minimum rim sealing flow which prevents annulus ingestion
and/or stator inflow. The conclusions of this investigation are
summarized in Section 4.

2 Aerothermal Method
The approach used to realize the objectives of this investigation

was the integration of a simultaneous validation process of ther-
mal analysis and CFD using the measurements.

2.1 Thermal Model. The process in developing the thermal
model involves data input and applying boundary conditions to a
two-dimensional axisymmetric finite element model using the
proprietary thermal-mechanical analysis code developed at Rolls-
Royce Plc. The specifics on modeling procedure and applying
boundary conditions including a theoretical background on the
governing equations for tracking the airflow temperature were de-
scribed in a previous paper Mirzamoghadam@13#. The rotor ther-
mal model includes four turbine stages as well as the stationary
surface of the labyrinth and rim seal of row-1 disk~in Fig. 1, only
row-1 is shown!. The secondary air system and annulus gas flow
are modeled as boundary conditions. Since the heat transfer and
windage correlations are based on Reynolds numbers which are
either rotational speed or throughflow mass-dependent, iterations
were performed on the measured effective fluid temperature at the
designated radii based on the assumed net mass flow, windage
heating, and heat transfer enhancement or reduction factor. The
measured pressures and annulus gas running conditions were used
directly in the thermal model and the assumed mass flow, wall
temperature distribution, and hot-running radial seal clearances
were used as iteration parameters between the thermal model and
the CFD model until the findings of both models were consistent.
The thermal model was then declared validated. The numerical
accuracy of the thermal solution was set at 5 K.

2.2 CFD Model. Version 5.0 of Fluent/UNS was used to
construct the two dimensional axisymmetric CFD model shown in
Fig. 2. For the case where hot gas ingestion may occur, it is not
feasible to set realistic conditions at the outlet plane where simul-
taneous inflow and outflow could occur. The reason being that
little is known about the condition of the ingested fluid. Therefore,
the outlet conditions were specified well away from the seal outlet
by incorporating the annulus plenum in the CFD model. Further-
more, the small semi-closed cavity just above the rim seal was
neglected by assuming that its presence does not alter the outflow
at the rim seal for the two-dimensional model. The model was set
up assuming compressible flow and the standardk–e turbulence
model with wall functions was applied. The controlling main inlet
boundary conditions of the model were defined as the circumfer-
entially averaged total pressure/temperature at inlet to the laby-
rinth seal~e.g., the value of the measured quantity!, and at inlet to
the annulus plenum which was essentially the derived stator outlet
temperature. The mean static pressure at outlet of the annulus
plenum was established by matching all inner cavity measured
pressures as well as the aerodynamically derived value of the
circumferentially averaged static pressure at the rim seal/annulus
junction ~see Fig. 1!. The latter was based on the measured pres-
sure probes at the vane trailing edge as shown in Fig. 1. The
number of quad elements after refinement became 71000 with a
y1 value ranging between 30 and 80. About 4000 iterations on
the CFD model led to an acceptable accuracy level of 1024 ~or
better! on the residuals. The final seal running clearances and wall
temperature distribution from the thermal model led to a flow-
field satisfying all measurements within the rim seal rotor-stator
cavity at an acceptable accuracy level of less than two percent for

Fig. 1 Rim seal cavity geometry
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pressure and within 3 K for temperature. The computed rim seal
cooling mass flow parameter (Cw) is 1.53105 based on a nondi-
mensional clearance~Gc actual clearance over local radius! of
0.002 and 0.0014 for the labyrinth seal and rim seal, respectively.

2.3 Measurements and Operating Cycle. A complete en-
gine run was performed and steady-state measurements of tem-
perature and static pressure at the locations shown in Fig. 1 were
obtained. The thermocouples were positioned close to the stator
wall such that the total and static temperatures would be nearly
the same. The engine was run at ISO rated power condition for
several days yielding steady-state data. The rim seal cavity data
were assessed against those obtained on a run made at an earlier
date with similar power conditions and the reliability was estab-
lished based on error bounds of one percent or better for pressure.
For the temperature measurements, the error is less than 0.8 per-
cent at inlet and outlet of the labyrinth seal, but at the axial step
and the rim seal locations, the computed error is 4.5 percent and
3.2 percent, respectively. Although, the transient operating cycle
of the test was simulated in the thermal model, the validation
process was performed on only the steady-state data.

3 Results

3.1 Model Validation

3.1.1 Wall Temperature.The iteration process between the
CFD model and thermal analysis led to the wall temperature dis-
tribution. Starting from the labyrinth seal~Fig. 3!, the stator sur-
face axial temperature at inlet generally follows the seal through-
flow mass temperature whereas the rotor surface temperature is
slightly lower. In the rotor-stator cavity~Fig. 4!, the disk radial
surface temperature distribution has been approximated with a
second-degree polynomial. The quadratic approximation is consis-
tent with the assumed turbulent flow free disk heat transfer ex-
pression of Eq.~1! ~@10#! with n ~in Tw5To1T(r /Ro)n) equal to

2, and the result is satisfactory. The equation is valid for ReU

.3.03105 and is based on the 1/7 power-law velocity profile in
the boundary layer. The stator wall temperature drops below the
rotor at the upper radii due to the assumption of low hot gas
leakage.

Nur50.0197~n12.6!0.2ReU
0.8Pr0.6 (1)

3.1.2 Air Temperature. The air temperature rise through the
industrial labyrinth seal and the measured values at the inlet/outlet
are shown in Fig. 5. The effects of heat transfer and windage
heating are also illustrated. As expected, wall heat transfer tends
to smooth out the heating due to windage. The groove/fin profile
of the labyrinth seal is reflected in the oscillatory profile of the
temperature rise curve.

Referring to Fig. 6, the axially mean temperature rise in the
rotor-stator cavity has a break as shown in the curves due to the
axial step at a radius ratio of 0.83. The total relative temperature is
based on the relative tangential velocity between disk and mean
flow at a given radius. It is higher than the total absolute tempera-
ture due to a lower than 0.5 mean axial swirl ratio~see Fig. 7!.
The measurement points follow more closely the static tempera-
ture rise, confirming that the thermocouples are picking up the
static temperature. Near the rim seal, the static temperature shows

Fig. 2 CFD model geometry and grid

Fig. 3 Lab seal wall temperature distribution

Fig. 4 Rotor-stator wall temperature distribution
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a rapid rise. This is due to the curved disk/platform surface which
enhances heat transfer and raises the static temperature.

The mean axial swirl ratio profile~Fig. 7! clearly illustrates the
axial step effect in the industrial rim seal cavity. The oscillatory
behavior dampens out near the platform curvature, and the swirl
ratio rises rapidly. It is interesting to note that the flow exiting the
labyrinth seal enters the cavity with a preswirl ratio of approxi-
mately 0.41 which leads to an increase in total relative tempera-
ture. Figure 7 clearly demonstrates the two different flow patterns
resulting from the axial step midway the cavity. The lower sub-
cavity shows that the swirl ratio is dropping as the radius in-
creases. This drop in swirl ratio, however, changes from an ap-
proximate free-vortex behavior at the beginning of the cavity to an
almost constant swirl ratio near the axial step. The axial step dis-
turbs the flow, and the upper rim seal geometry transforms the
disturbed flow into a forced vortex flow. The mean swirl ratio in
the cavity is approximately 0.39.

3.1.3 Air Pressure. The pressure drop across the labyrinth
seal is shown in Fig. 8. The unsmooth profile is due to the 18
grooves and fins throughout the seal. The data verifies that wall
heat transfer is insignificant in pressure drop estimation. Figure 9
shows the pressure rise in the cavity due to pumping and its com-
parison with the measured data at three radii.

3.1.4 Cavity Flow-Field. The resulting cavity flow field is
shown in Fig. 10. The streamline contours indicate the step chang-
ing flow pattern through the seal, outflow along the disk, and
inflow along the stator. The axial step midway the cavity produces
a discontinuity in the flow-field leading to a thinning of the
boundary layer thickness and oscillatory flow pattern. The curva-
ture along the disk under the rim seal accelerates the entrainment
flow leading to a thickening of the boundary layer. The recircula-
tion of the cavity flow to meet the entrainment requirements of the
disk begins at the rim seal radius.

3.2 Comparison With Aero-Based Correlations

3.2.1 Coefficient of Discharge (Cd).The predictedCd value
of the labyrinth seal using the CFD calculated massflow, effective
flow area, and pressure drop yields 0.14. The correlation for
straight through labyrinth seals from Zimmermann and Wolff@14#
along with the proposed carryover factors were used to check the
validity of the predictedCd from CFD. The total number of fins
~i.e., 18! in Eq. ~2! yields the ideal throughflow mass. The total

Fig. 5 Temperature rise in the labyrinth seal

Fig. 6 Temperature rise in the rotor-stator rim-seal cavity

Fig. 7 Mean swirl velocity ratio in the cavity

Fig. 8 Pressure drop in the labyrinth seal
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carryover effect~i.e.,k! for the industrial labyrinth seal was modi-
fied by applying the actual number of fins on the rotor and stator
surfaces separately~i.e., ~9!! and simply adding the two effects.
The result is aCd value of 0.16.

mid5~APtATt!A$@12~Ps /Pt!
2#/@R~n* 2 ln~Ps /Pt!!#%

(2a)

where

mact5~kr1ks!Cdmid (2b)

k5k1k2 (2c)

k15$12@~n* 21!/n* #@s/t#/@s/t10.02#%20.5 (2d)

and

k25An* /~n* 21!. (2e)

3.2.2 Windage Heating.The CFD results of air temperature
rise through the labyrinth seal due to windage heating with and
without heat transfer indicated wall heat transfer to be less signifi-
cant than was initially assumed in the thermal model. Sensitivity
studies were performed on the thermal model using the aero-based
straight labyrinth seal windage and heat transfer correlations of
Rolls-Royce, Plc. In order to match the temperature measurements
and be consistent with the CFD findings, factors of 2.5 and 0.5
were applied to the windage and heat transfer correlations, respec-
tively. The high factor of 2.5 on the windage correlation, in par-
ticular, which is limited by the number of fins and rotational
speed, became a concern and the same sensitivity study was con-
ducted using the universal windage logarithmic correlation for
disks, cones, and cylinders, see Eq.~3!. This correlation considers
the basic windage formulas for disks@15# and also shafts and
cones as originally developed by Rolls-Royce Plc. in 1970 to
conclude the universal formula for all geometries. The result was
that the measured air temperature rise and heat transfer effect can
be obtained without applying any enhancement factor to this cor-
relation. Referring to Fig. 5, the prediction from the universal
windage correlation is compared with the CFD predictions. Ex-
cept close to the exit where there is a drop in air temperature due
to the local cooling effect of a separate leakage~simulated as a
larger groove on the rotor side!, the result is satisfactory. The
range of Re for this correlation is from 105 to 108 which falls
within the range of the industrial cavity.

DTpu5@1.2275~ log ReU!22.5820.5502~ log ReU!23.58#b
(3a)

where

b5rv3r 4~sinu!0.2s/mCp (3b)

andu522 deg is the assumed half-cone angle relative to the axis
of rotation.

In the rotor-stator subcavity below the axial step, the universal
windage correlation as is produced the desired temperature rise
and the effect of heat transfer was again insignificant. On the other

Fig. 9 Mean static pressure distribution in the cavity

Fig. 10 Cavity Õlab seal streamlines „showing outflow along rotor and inflow along stator …
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hand, the static air temperature rise in the upper subcavity is
mainly driven by wall heat transfer rather than windage. The rela-
tive air temperature as seen by the disk for flow through a vortex
~see Fig. 6! is higher than the total temperature which is affected
by frictional heating due to windage.

3.2.3 Boundary Layer Thickness.The analytical expression
for computing turbulent momentum boundary layer thickness
along the rotor from Owens and Rogers@10# is based on the 1/7
velocity profile assumption. As illustrated by Eq.~4! and Fig. 11,
the thickness grows asr 0.6 but in this case, the axial mean relative
tangential velocity was used. This selection was based on the CFD
predicted boundary layer thickness which considers the local tan-
gential velocity reaching 99 percent of the core value. All along
the cavity, the disk boundary layer is thicker than that predicted by
the expression especially near the rim seal. A factor of 1.2 applied
to Eq. ~4! will significantly reduce the gap. The effect of the
midway axial step in the cavity is to retard the growth of the
boundary layer in the lower subcavity.

d50.526r Rew,r
20.2 (4)

3.2.4 Wall Heat Transfer. The turbulent free disk heat trans-
fer coefficient~Eq. ~1!! and the temperature difference between
local wall and cavity inlet air temperature were used to predict the
disk wall heat flux profile. The analytical prediction was then

compared with the CFD-based wall heat flux profile. The results
are shown in Fig. 12 where the wall heat flux is normalized with
the cavity entrance advection~similar to a Stanton number which
normalizes the heat transfer coefficient! as shown in Eq.~5!. The
lower subcavity shows excellent agreement. The wall heat flux
computed by CFD is able to catch the effect of the axial step
midway the cavity which leads to a drop in local heat flux com-
pared to the analytical prediction. Near the rim seal radius, the
heat flux in both cases is oscillatory owing to the temperature
difference. Typical values of the Nusselt number range from
15,000 to 25,000.

q* 5qw /~rr ivCpTin! (5)

3.2.5 Sealing Mass Flow and Entrainment.In predicting the
minimum flow to seal the rim, the following correlation from
Owen and Rogers@10# based on pressure measurements and an-
nulus circumferential pressure symmetry was obtained.

Cw,min50.028Gc0.291ReUo
0.949 (6)

The value calculated for sealing the rim is 1.23105. The CFD
predicted net mass flow parameter is 1.53105. Since the supply
cooling flow is more than the minimum sealing flow, no ingestion
is to be expected, and from the temperature measurement near the
inlet to the rim seal, there is no indication of ingestion. However,
the CFD predicted flow field has revealed an inflow along the
stator penetrating as low as the labyrinth seal radius. The outflow
along the disk, therefore, is more than the supply cooling flow.
Figure 13 illustrates the predicted outflow mass parameter. The
peak points on the curve can be attributed to cavity entrance and
geometry effects which induce secondary airflow recirculation re-
gions. The region between the peaks~i.e., between radii of 0.75
and 0.8! is rather uniform with a mass flow parameter of about
1.953105 which shows that the disk is pumping more flow than
the supply flow. The ratio of the seal axial velocity~based on
Cw51.53105! to the local peripheral speed is roughly 0.2. Ac-
cording to Chew et al.@5#, the seal efficiency is about 0.90 indi-
cating that the additional flow to meet disk pumping could not be
supplied through the rim seal. Moreover, even in the presence of a
five percent max-to-min annulus circumferential static pressure
variation~i.e.,DP!, the minimum sealing flow parameter based on
annulus controlled ingestion from Owen and Rogers@10# is only

Fig. 11 Rotor boundary layer thickness

Fig. 12 Nondimensional disk-wall heat flux profile

Fig. 13 Mass-flow parameter in the rim-seal cavity
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7000 ~see Eq.~7!! which leads to the conclusion that the rim
sealing flow requirement in this case has to be rotational speed-
dependent.

Cw,min52pCd~2A!0.5Gc Rew@DP0.5/~r0.5u!# (7)

Figure 13 illustrates the comparison between the geometry cor-
rected free disk entrainment massflow parameter~Eq. ~8!! and the
CFD predicted values in the radial direction. The free disk values
which are based on the axial mean relative tangential velocity,
reasonably predict the uniform section of the CFD curve for
pumping requirement.

Cw, f d50.22 Rew,r
0.8@12~ri /ro !5# (8)

The amount of make-up flow~or stator inflow/ingestion flow! nec-
essary as a result of disk rotation can be defined as the difference
between the CFD predicted and the supply mass flow parameters.
This amount is the minimum outflow along the disk~excluding
the effect of a rim seal! which will be generated even in the
absence of the supply flow. It was found that in order to predict
the minimum disk flow at the outer radius of the lower subcavity
~i.e., 0.8!, Eq. ~8! took the following form with a reducedlT .

Cw,d50.08 Rew,r
0.8 (9)

3.3 Cavity Sensitivity Study. Although, the supplied cool-
ing flow was higher than the rim sealing flow and the rim sealing
effectiveness was high enough to prevent ingestion from entering
the cavity, the CFD computed mass flow parameter along the disk
was higher than the supplied cooling flow in all locations. In order
to verify the entrainment criterion for stator inflow to satisfy the
disk pumping requirement mentioned in Section 3.2.5, a sensitiv-
ity study was conducted on the CFD model which consisted of
increasing the labyrinth seal flow by a factor of 2. This amount of
outflow was selected based on Eq.~8! predicting the maximum
massflow~i.e., at the rim seal radius and without the geometry
correction factor!. Referring to Fig. 14, the streamlines along the
referenced radii, in this case, are all in the outflow direction.
Moreover, the selected amount was found to be the minimum to
sustain outflow along the stator in the lower subcavity between

radii of 0.75 and 0.8. Thus, recirculations due to the entrance and
geometry effects are maintained but in the core of the lower cav-
ity, the supplied cooling flow is equal to the rotor-stator outflow,
and the modified free disk entrainment expression of Eq.~8! is the
criterion for total outflow.

4 Conclusions
The iteration process between measured data, CFD input/

output, and thermal model input/output led to an assessment of the
assumed aero-based empirical correlations, more confidence on
the predicted hot-running clearances, and to a better understand-
ing of the physics of flow in industrial rim sealing cavities. It has
been demonstrated that the joint validation process between ther-
mal analysis and CFD along with the interactive approach of in-
formation exchange leads to an effective mechanism for improv-
ing the knowledge database for complex rotating cavity flow
systems. The results of this investigation have revealed a low
labyrinth sealCd value, the ripple effect of an axial step midway
the cavity, the entrance and exit secondary flow recirculation re-
gions, and a highly effective rim seal whose sealing is controlled
by disk rotation rather than annulus pressure asummetry. A three
dimensional study is anticipated in the future to delineate the ef-
fects of rotation and annulus asymmetry on ingestion.

The aeroengine-based correlations of windage heating, free disk
heat transfer and entrainment flow, rim sealing flow, and turbulent
boundary layer thickness were all assessed. Despite the high Rey-
nolds number, the analytical expressions are valid for the indus-
trial rotor-stator cavity. The CFD computed disk wall heat flux
profile was compared against the heat flux calculated using the
free-disk correlation and a good agreement was achieved. How-
ever, expressions for the free disk entrainment flow and the tur-
bulent boundary layer thickness were modified by using the axial
mean relative tangential velocity. Values of the turbulent flow pa-
rameter were found to be 0.08 for the minimum disk flow~with
stator inflow! and 0.22 for total rotor-stator outflow. Moreover,
windage heating for the industrial labyrinth seal was seen to con-
form more closely with the universal windage correlation rather
than that with the aeroengine-based labyrinth seal.
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Nomenclature

A 5 flow area, m2

Cd 5 Coefficient of discharge
Cp 5 specific heat at constant pressure
Cw 5 nondimensional massflow parameter (5m/mr )
Gc 5 gap ratio (5s/Ro)

h 5 local heat transfer coefficient~W/m2-K!
k 5 thermal conductivity of fluid; turbulent kinetic

energy; carryover effect
m 5 mass flow rate, kg/s
n 5 exponent in power-law equation for surface

temperature
n* 5 number of fins for the labyrinth seal
Nu 5 local Nusselt number (5hr/k)

P 5 pressure, N/m2

Pr 5 fluid Prandtl number (5mCp/k)
q 5 heat flux, W/m2

r 5 local disk radius, m
R 5 gas constant

Ro 5 cavity outer radius, rim seal radius~m!
ReU 5 rotational Reynolds number (5rvr 2/m)
Rew 5 annulus Reynolds number (5ruRo/m)
Rewr 5 rVwr /m

Fig. 14 Increased cooling flow showing total outflow in lower
subcavity
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s 5 axial gap between rotor and stator; radial seal
clearance,~m!

T 5 Temperature
t 5 pitch of labyrinth seal, m
u 5 annulus mean axial velocity, m/s

Vw 5 axial mean flow tangential relative velocity, m/s
x 5 axial coordinate
D 5 difference

d* 5 nondimensional boundary layer thickness (d/Ro)
r 5 fluid density, kg/m3

m 5 dynamic viscosity, kg/m-s
m 5 shaft rotational speed, 1/s

lT 5 turbulent flow parameter (Cw /Rew,r
0.8)

Subscripts

act 5 actual
fd 5 free disk
i 5 inner

id 5 ideal
in 5 inlet
o 5 outer; reference

pu 5 ~heat! pickup
r 5 local radius; rotor
s 5 static; stationary
t 5 total

U 5 local disk peripheral speed
w 5 at the wall surface
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Influence of a Honeycomb Facing
on the Heat Transfer in a Stepped
Labyrinth Seal
The influence of a honeycomb facing on the heat transfer of a stepped labyrinth seal with
geometry typical for modern jet engines was investigated. Heat transfer measurements
were obtained for both a smooth stator and a stator lined with a honeycomb structure. In
addition, an LDV system was used with the scaled up geometry to obtain a high local
resolution of the velocity distribution in the seal. The experiments covered a wide range of
pressure ratios and gap widths, typical for engine operating conditions. Local heat trans-
fer coefficients were calculated from the measured wall and gas temperatures using a
finite element code. By averaging the local values, mean heat transfer coefficients were
determined and correlations for the global Nusselt numbers were derived for the stator
and the rotor. The LDV results showed strong geometrical effects of the honeycomb
structure on the development of the flow fields for the honeycomb seal. The distribution of
the local heat transfer coefficients are compatible with the flow features identified by the
LDV results and reveal a significantly reduced heat transfer with the honeycomb facing
compared to the smooth facing.@DOI: 10.1115/1.1403459#

Introduction
Labyrinth seals represent an important element of the internal

air system of modern gas turbines. Whereas the leakage losses
strongly affect the overall efficiency of the engine, the heat trans-
fer characteristics affect the global heat balance of the engine and
determine the thermal loads of the adjacent engine components. In
order to reduce losses in the internal air system in many applica-
tions, the smooth seal geometry is replaced by a labyrinth con-
figuration with a honeycomb facing mounted on the stator. The
honeycomb structure withstands the severe operating conditions
in terms of high temperatures and high rotational speeds while
allowing limited rubbing of the stator fins at the rotor without the
danger of seal failure. Therefore, a significantly tighter seal clear-
ance, which represents a leakage-reducing factor, can be realized.
Furthermore, for certain geometrical conditions, an additional
roughness further restricting the flow through the seal can arise
from the honeycombs.

The flow in smooth labyrinth seals has been the subject of
many previous studies~e.g.,@1–8#!. Despite of the widespread use
of the honeycomb structure in seal applications, only little infor-
mation regarding the aerodynamic behavior is available in the
literature. Among other geometries Stocker@9# examined the leak-
age behavior of straightthrough labyrinth seals and observed that
for the honeycomb configuration a significant increase in leakage
occurred for small gap widths whereas for larger seal clearances
an enhanced seal performance was obtained. Depending on the
seal clearance and honeycomb cell size, the effective gap width is
increased or the honeycomb structure causes an increased rough-
ness of the stator surface. The data obtained by Stocker@9# is
included in the list of correlations given by Zimmermann et al.
@10#. The flow visualization performed by Brownell et al.@11#
showed a significant change in the density distribution for the
straight-through seal with honeycomb facing. The density con-
tours obtained with the optical technique of holographic interfer-
ometry indicate a faster diffusion of the flow resulting in a re-

duced leakage rate. Childs et al.@12# investigated the leakage and
the rotordynamic behavior of annular honeycomb seals. Com-
pared to smooth configurations the honeycomb stators showed
superior seal performance. In agreement with Stocker@9#, a dis-
tinct sensitivity of the discharge characteristics to changes in the
cell geometry was observed. Friction factors for several honey-
comb surfaces have been determined by Ha et al.@13,14#. For all
honeycomb geometries, generally higher friction factors were ob-
tained compared to the smooth surface. Again, the absolute level
showed a strong dependence on the gap width and cell geometry.
Millward et al. @15#, who were mainly focused on temperature
rise due to windage heating, observed a reduced mass flow for
honeycomb configurations of straight through seals compared to
smooth geometries in their experiments.

The lack of data regarding the heat transfer behavior of honey-
comb lands is even more serious. To the authors’ knowledge, no
information has been published on the heat transfer of honeycomb
seal configurations. There are a few publications available con-
cerning the heat transfer in labyrinth seals with a smooth stator.
For a stepped labyrinth seal, Kapinos et al.@16# obtained increas-
ing global Nusselt numbers with increasing seal clearance. Wit-
ting et al. @4# conducted both numerical and experimental inves-
tigations of the heat transfer of plain labyrinth seals. In their study,
the highest local heat transfer coefficients at the stator were ob-
served directly opposite of the fin positions. For the rotor, the
highest values of the heat transfer coefficients were found at the
top of the fins. A relative maximum in the distribution of the heat
transfer coefficients was obtained in the middle of the chamber,
underneath the forward facing step of the stator. The Nusselt num-
bers showed distinct gap size dependence in terms of increasing
Nusselt numbers with increasing seal clearance. Following these
investigations in nonrotating geometries, the influence of the ro-
tation on the heat transfer has been the subject of further studies
by Kapinos et al.@17# and Waschka et al.@18,19#.

The main objective of the present study is to determine and to
quantify the influence of a honeycomb facing on the heat transfer
of a nonrotating stepped labyrinth seal. In this study no rotational
effects have been measured. The stationary two-dimensional setup
allowed for a simplified test rig and the acquisition of detailed
LDV measurements in the complex labyrinth geometry. The cor-
rection of data from nonrotating geometries for rotational effects
can be obtained by applying the results of Waschka et al.@18,19#.
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Waschka et al. found that regardless of the seal geometry, rotation
has to be considered if the peripheral velocity exceeds the axial
velocity of the flow. For higher rotational speeds, an increase of
the heat transfer was observed.

The geometry investigated in the present study is shown in Fig
1. In order to allow optical access for the LDV measurements, the
labyrinth geometry of the real engine was scaled up by a factor of
four. The flow direction was always from the left to the right, i.e.,
the stator forms a forward-facing step. Note that the geometrical
dimensions for the two configurations~with and without honey-
combs! are identical. For the smooth configuration, the honey-
comb structure as shown in Fig. 1 is replaced by a solid design of
the stator. In the experiments, the overall pressure ratiop has been
varied from 1.05 to 1.6. Three different gap widths~s/t50.043,
0.071, 0.114; denoted as s1, s2, s3 in the following sections! have
been employed. The LDV measurements were performed for two
pressure ratios~1.1 and 1.5! for the smallest and largest gap width.

Experimental Approach

Test Facility and Rig Instrumentation. The present experi-
ments were carried out in a test facility, which has been used in
previous studies of leakage loss and heat transfer in labyrinth seals
~@4,5,18,19#!. The test facility, as shown in Fig. 2, allows to dis-

charge air at variable temperatures and pressures through the test
section.

A compressor provides the air to the test facility. The bypass
valve serves to keep the pressure at the orifice meters at a constant
value of three bars. According to the respective flow rate, one of
the three orifice meters is chosen for the accurate measurement of
the air mass flow. A high-precision differential pressure transducer
is used to determine the pressure drop at the respective orifice
meter. The pressure in the calming section and hence at the inlet
of the test section is adjusted with the valves downstream of the
orifice meters. For all experiments, the pressures at the outlet of
the test section were ambient. The overall pressure ratios from
1.05 to 1.6 in the present experiments resulted in air flow rates
from 15 to 120 g/s.

The intercooler and the heater serve to adjust the temperature of
the air flow. A variable-power heater allowed for exit temperatures
to 400°C. In order to generate a uniform velocity and temperature
distribution, the calming section positioned upstream of the laby-
rinth test section is equipped with several screens and meshes.

Figure 3 shows a cross-sectional view of the labyrinth seal test
sections. Two parts form the labyrinth geometry, a lower part with
fins representing the rotor and an upper part representing the sta-
tor. Different gap widths are adjusted by means of spacers. The

Fig. 1 Labyrinth seal geometry: h ÕtÄ0.46, HÕtÄ0.14, b ÕtÄ0.047, HHC ÕtÄ0.86,
L ÕtÄ0.23, s ÕtÄ0.043 . . . 0.114Ä28 mm

Fig. 2 Labyrinth seal test facility
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seal model is mounted directly to the settling chamber such that
the flow enters the test section without swirl. In order to eliminate
side effects, the test section is designed with a ratio of channel
width to gap width greater than 90. For the heat transfer measure-
ments, water-cooled plates mounted above and below the test sec-
tion remove the heat with a sufficiently high-temperature gradient
across the stator and the rotor.

Thermocouples~NiCr-Ni, Type K! with an outer diameter of
0.5 mm were used to measure the surface temperatures of the
stator and the rotor. All thermocouples are positioned in one plane,
approximately halfway of the width of the test section. In order to
achieve a high thermal contact, the honeycomb structure is at-
tached to the stator by means of a thin solder layer. Note that for
this seal configuration, the thermocouples are positioned at the
base of the honeycomb lining within the solder layer. Additional
thermocouple probes were inserted horizontally from the side into
the seal chambers and served to obtain the distribution of the gas
temperature across labyrinth seal. A PC~Fig. 2! controls the data
acquisition of all temperature and pressure signals.

In the heat transfer experiments, the inlet temperature was set to
a typical value of 320°C. The cooling water was provided with a
temperature of 15°C. This resulted in maximum temperatures of
the surfaces facing the flow in the range from 50 to 160°C.

A modified two-dimensional set up of the LDV system that has
been used in previous studies by Jakoby et al.@20# was employed
for the velocity measurements. The light source is formed by an
Argon-Ion laser in multimode operation. The optical components
and signal processors are included in a commercial Dantec system
which consists of a transmitter box, a two dimensional fiber probe,
one photomultiplier tube and one burst spectrum analyzer~BSA!
for each channel. Optical access to the labyrinth flow is gained
from one side of the test section by replacing the solid sidewall
with a glass window. The set up allowed acquiring the velocity
components in thex-y plane ~Fig. 1!. The optical set up of the
LDV system is characterized by a beam separation of 38 mm and
a focal length of 400 mm. With wavelengths of 488 nm and 514.5
nm for theu andv velocity components, respectively, a measuring
volume with a diameter of 0.2 mm and a length of approximately
4 mm is formed by the crossing laser beams. Due to the limited
optical access from only one side of the test section, the backscat-
ter mode was chosen for the measurements. CaCO3 particles with
a mean diameter of 1mm were used for the seeding. Data rates in
the range from 500 to 2000 Hz could be achieved in the present
experiments. In order to eliminate sidewall effects the LDV
traverses were conducted atz-positions sufficiently far away from
the sidewall. Performing LDV traverses in planes located at sev-
eral z-positions allowed the detection of a possibly occurring
three-dimensional character of the flow field. Note that in order to
simplify the experimental procedure and to match the conditions

of the parallel numerical study~@21#! the LDV measurements have
been conducted with unheated air, i.e., the inlet air temperature
was ambient. Since the other parts of the test section were at the
same temperature, adiabatic flow conditions were obtained.

Data Reduction. The Reynolds number is defined with the
hydraulic diameter of the labyrinth gap as characteristic length
scale. For the test section with a very large ratio of channel
width to channel height the hydraulic diameter can be expressed
as 2•s:

Re5
rc2s

m
5

2ṁ

Bm
. (1)

The local heat transfer coefficienth is derived from the local
heat flux, which is determined by the temperature gradient in the
surface of rotor or stator:

h5

2lW

]TW

]n U
W

TG2TW
. (2)

The gas and wall temperatures were measured as described
above. Finite element calculations with the measured surface tem-
peratures as boundary conditions were performed to obtain the
two-dimensional temperature distribution in the stator and the ro-
tor. Therefore, the surface temperature on each boundary knot of
the finite element mesh was interpolated from the measured tem-
perature distributions utilizing rational spline functions. Since the
labyrinth fins are not equipped with thermocouples, this region
has not been resolved in the finite element mesh. However, the
positioning of thermocouples on each side of the base ensures that
the heat flux from the fins is taken into account in the finite ele-
ment calculations. Thus the calculated heat transfer coefficients
for the rotor represent fin heat transfer coefficients.

Mean heat transfer coefficients and global Nusselt numbers for
the stator and the rotor have been obtained by averaging the local
values:

h̄5
Q̇w,total

A~ T̄G2T̄W!
. (3)

For the rotor, the mean heat transfer coefficients were computed
with the total heat flux normalized to the rotor surface without
fins. The reference temperatures of gas and wall have also been
averaged from local values. Analogous to the heat flux, the refer-
ence temperature for the rotor was computed without considering
the fin surface. Nusselt numbers are derived from the mean heat
transfer coefficients, analogous to the Reynolds number with the
hydraulic diameter of the labyrinth gap (2•s) as characteristic
length:

Nu5
h̄2s

lG
. (4)

The overall pressure ratiop across the seal is defined as the
ratio of inlet pressure to outlet pressure:

p5
p0

p`
. (5)

An ideal velocity representative for isentropic expansion has
been chosen to normalize all velocity data obtained in the LDV
measurements:

cs5A2RT0

k

k21
~12p~12k!/k!. (6)

The uncertainty of the heat transfer coefficients obtained by the
finite element method is determined mainly by the thermal con-
ductivity and the thickness of the parts forming the stator and the
rotor. According to a one-dimensional error analysis, the geo-

Fig. 3 Test sections with instrumentation
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metrical dimensions of the stator and the rotor have been opti-
mized and the most suitable material was chosen in order to mini-
mize the measuring inaccuracies of the heat transfer coefficients.
The uncertainty of the local heat transfer coefficients was com-
puted to be in the range from 12–25 percent. The largest inaccu-
racies occur for low heat transfer coefficients and small differ-
ences in gas and wall temperature. Since the mean heat transfer
coefficients are derived by averaging the local values the uncer-
tainty in the global Nusselt numbers are distinctly below the maxi-
mum uncertainty in the local heat transfer coefficients.

The statistical convergence of the velocity values has been
checked and was found acceptable. Typically, more than 15,000
single data points were available for computing the mean velocity.

Results and Discussions
Comprehensive investigations have been conducted in the

scope of the study reported here. In the following paragraphs,
sample results of the LDV measurements characterizing the struc-
ture of the flow field are shown and are compared to the distribu-
tions of the local heat transfer coefficients. Following the discus-
sion of the local heat transfer coefficients, global Nusselt numbers
and appropriate correlations are presented.

Velocity Field. As mentioned above, LDV measurements
have been conducted for the gap widths s1 and s3 for two pressure
ratios. The results from LDV traverses in several planes at differ-
ent z-positions showed the three-dimensional development of the
flow field for the honeycomb configuration. As a sample, the ve-
locity data for two gap widths and one pressure ratio are com-
pared in Figs. 4–7 for the two seal configurations. LDV data
acquired in two planes at differentz-positions is presented for the
honeycomb seal in order to illustrate the three-dimensional char-
acter of the flow-field induced by the honeycombs. Further de-
tailed information regarding the local flow field is presented by
Schramm et al.@21# who compared the experimental data with
comprehensive numerical calculations.

The velocity distributions for the smooth configuration obtained
by the LDV measurements are presented in Figs. 4 and 5. All
velocity data are displayed in a nondimensional manner with the
flow speed for isentropic expansion as reference~Eq. ~6!!.

The flow is accelerated above the fins and the highest flow
speeds occur downstream of the labyrinth gap. For the smallest

gap width~Fig. 4!, the strong deflection at the forward facing step
of the stator results in an almost normal impingement of the flow
on the rotor in the center of the labyrinth chamber. Two counter-
rotating vortices of equal size develop in the labyrinth chamber.

As visible in Fig. 5, the deflection of the main flow at the step
of the stator is significantly reduced for the larger gap width s3.
The two equally shaped vortices are replaced by one larger and
deformed vortex at the bottom of the labyrinth chamber and a
smaller structure located downstream of the stator step. Again, the
highest flow velocities occur downstream of the labyrinth gap. For
the two gap widths, the maximum normalized flow speeds are
approximately the same.

The results show that the global flow structure differs signifi-
cantly with the gap width. Measurements for further pressure ra-
tios showed that the influence of the overall pressure ratio on the
structure of the normalized velocity field is negligible.

In Figs. 6 and 7, the results of LDV traverses in two planes at
different lateral positions of the honeycomb seal are shown for a
fixed pressure ratio. Due to the not perfectly manufactured hon-
eycomb structure, the relative position of the honeycomb cells to
the traverse plane varies slightly along the seal. The distance be-
tween the measurement planes z1 and z2 is approximately one cell
diameter.

Fig. 4 Velocity field, smooth configuration, pÄ1.1, s1

Fig. 5 Velocity field, smooth configuration, pÄ1.1, s3

Fig. 6 Velocity field, honeycomb, pÄ1.1, s1

Fig. 7 Velocity field, honeycomb, pÄ1.1, s3
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Figure 6 shows the velocity distribution of the honeycomb seal
for the gap width s1. Compared to the smooth stator the deflection
at the stator step is significantly reduced. A distinct three-
dimensional character of the velocity field is observed. Different
flow patterns are visible for the two lateral positions z1 and z2.
Depending on the relative geometry at the seal clearance and the
stator step the deflection angle varies between z1 and z2.

The velocity data for the larger gap width s3 are given in Fig. 7.
Again, the deflection of the flow at the forward facing step of the
stator is reduced compared to the smooth labyrinth seal. However,
the differences between the velocity fields for smooth and honey-
comb stator are less pronounced compared to the smaller gap
width. Similar to the situation in the smooth seal, one larger de-
formed vortex develops in the labyrinth chamber. In addition the
gap width s3 shows a three-dimensional flow structure, but sig-
nificantly less pronounced than for the smaller clearance s1.

In the following subsection, the different structures of the ve-
locity field are compared with the distributions of the local heat
transfer coefficients.

Local Heat Transfer Coefficients. In Figs. 8 and 9 local heat
transfer coefficients are compared for the smooth and the honey-
comb configuration for a pressure ratio ofp51.5. Compatible
with the development of the flow-field, the overall pressure ratio
showed no influence on the qualitative distribution of the heat
transfer coefficients. The absolute values of the heat transfer co-
efficients increase with increasing pressure ratio.

At the smooth stator~Fig. 8, SM! the local heat transfer coef-
ficients show a distinctly nonuniform distribution. Values from 80
to 1450 W/m2K have been obtained. The highest heat transfer
coefficients are reached between the labyrinth gap and the forward
facing step. In this region, the highest flow speeds occur and the
stator surface is directly exposed to the hot air flow.

In agreement with the results of previous investigations~@4#!, a
distinct minimum in the distribution of the local heat transfer co-
efficients is observed at the steps. A recirculation zone in front of
the step is suspected to be responsible for this phenomenon as
reported by Wittig et al.@4#. However, such a recirculation zone
could not be resolved by the experimentally obtained velocity data
of the present study. Due to the limited spatial resolution of the
LDV system, the presence of a very small vortex structure at the
step cannot be precluded. No definite dependence of the local heat
transfer coefficient on the gap width can be identified for the
smooth stator.

As visible in Fig. 8, the employment of the honeycomb struc-
ture ~HC! results in a drastic decrease of the local heat transfer
coefficients. For the stator lined with honeycombs, values reduced
by a factor of five have been obtained. Compared to the smooth

stator, a fairly uniform distribution (h'200 W/m2 K) occurred.
This decrease can be explained by the fluid enclosed in the hon-
eycomb structure. The fluid separated from the main flow acts as
an additional thermal insulation and reduces the convective trans-
port of heat to the stator surface. In the region above the fins, the
increased exchange of momentum between the main flow and the
fluid inside the honeycombs results in a slightly enhanced convec-
tive heat transfer. For the honeycomb configuration, the local heat
transfer coefficients increase with increasing gap width.

Figure 9 shows the distributions of the local heat transfer coef-
ficients at the rotor. For the labyrinth seal with the smooth stator,
local heat transfer coefficients have been obtained in the range
from 20–1250 W/m2 K. Here ~SM!, the different structures of the
velocity fields depending on the gap width are reflected in the
distributions of the local heat transfer coefficients. The strong de-
flection of the flow at the forward-facing step of the stator and the
resulting impingement of the flow on the stator in the center of the
chamber for the gap width s1 agrees well with the maximum of
the local heat transfer coefficients at this position in the first laby-
rinth chamber. For the larger gap width, this maximum is shifted
downstream to the base of the following fin according to the re-
duced deflection of the flow. For the gap width s3, the distribution
of the local heat transfer coefficients in the second chamber cor-
responds to the observed velocity field. The highest heat transfer
coefficients are found at the base of the third fin where the main
flow hits the rotor. However, for the gap width s1, no distinct
increase in the heat transfer occurs in the center of the second
labyrinth chamber, as it would be expected by the velocity field
~Fig. 4!.

Compared to the stator, the heat transfer coefficient distribu-
tions of the two seal configuration differ less distinctly at the rotor.
The values of the local heat transfer coefficients are slightly lower
for the honeycomb seal. Compatible with the relatively similar
velocity fields in the labyrinth chambers for the two gap widths as
shown in Figs. 6 and 7, the qualitative distributions of the local
heat transfer coefficients for the honeycomb configuration agree
fairly well. At the labyrinth exit, the heat transfer coefficients at
the rotor of the two gap widths differ notably. Due to the stronger
deflection by the honeycomb structure above the last fin at the gap
width s1, the impingement of the flow on the stator results in a
significantly increased heat transfer at this position.

Global Nusselt Numbers. In Figs. 10 and 11 global Nusselt
numbers which have been computed from the local heat transfer
coefficients are presented. The Nusselt numbers have been corre-
lated with the Reynolds number and the gap width using an equa-
tion known from earlier investigations~@4#!:Fig. 8 Local heat transfer coefficients at the stator pÄ1.5

Fig. 9 Local heat transfer coefficients at the rotor, pÄ1.5
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The functional dependence obtained for each configuration is
included in the plots. For comparison the results obtained by Wit-
tig et al. @4# who investigated a smooth design of a stepped laby-
rinth seal with comparable geometrical dimensions of the laby-
rinth chamber are also shown in the figures. The seal clearances
sJ1 (s/t50.028) and sJ2 (s/t50.060) of the previous study rep-
resent values below the gap width s1 and between s1 and s2,
respectively. In contrast to the present study, the labyrinth seal
investigated by Wittig et al.~@4#! was equipped with five fins.

In the log-log scale of Fig. 10 a linear relationship between Nu
and Re for each gap width is observed. As expected from the
distribution of the local heat transfer coefficients, for a given gap
width the Nu number increases with the Re number. The distribu-
tions of the Nu numbers show a strong dependence on the gap
width with increasing Nu numbers as the gap width increases.
Note that for a given Re number the dimensional mean heat trans-
fer coefficient h decreases with increasing seal clearance. In
agreement with the distribution of the local heat transfer coeffi-
cients, the heat transfer is distinctly reduced with the employment
of the honeycomb facing. Compared to the smooth stator the hon-
eycomb configuration shows a weaker impact of the Reynolds
number as indicated by the lower exponent of the Re number.

Similar relations are observed for the rotor~Fig. 11!. Again, the
Nusselt number increases with increasing gap width. The differ-

ence in the level of the Nusselt numbers for the two configurations
is less pronounced. In contrast to the stator, the slope of the cor-
relation curves remains approximately the same. The reduced heat
transfer at the rotor for the labyrinth configuration with honey-
comb facing can be explained by the changed structure of the flow
field. The direct impingement of the flow on the rotor as observed
for the smooth configuration especially for the gap width s1 van-
ishes for the configuration with honeycombs. Furthermore, the
reduced flow velocities at the bottom of the labyrinth chamber
contribute to the decreased heat transfer.

Conclusions
In the present paper, the results of experimental investigations

regarding the influence of a honeycomb facing on the heat transfer
of a plain stepped labyrinth seal have been presented. Heat trans-
fer coefficients as well as global Nusselt numbers have been ob-
tained in the reported experiments. In addition, LDV measure-
ments were performed to resolve the velocity field in the labyrinth
geometry.

For the smooth seal configuration, the results of the LDV mea-
surements show a distinct gap-size dependence of the structure of
the velocity field. With the employment of the honeycomb facing,
this dependence of the flow field is significantly less pronounced.
Compared to the smooth design, the deflection of the flow at the
forward facing step is reduced which means an also reduced direct
impingement of the flow on the rotor. A three-dimensional char-
acter of the velocity field is induced by the honeycombs. With
changing positions of the honeycomb cells relative to the fins and
the stator step across the width of the seal the direction of the
velocity vectors varies with the lateral position and crossover in
the flow structures occur. This three-dimensional character is pro-
nounced the most for the smaller gap width with a large ratio of
cell diameter to seal clearance. Thus, the influence of the honey-
comb lands on the flow field is dominated by geometrical effects.

The flow features observed from the LDV measurements are
reflected in the distributions of the local heat transfer coefficients.
The altered impingement of the flow on the rotor with increasing
gap width for the smooth configuration was identified in the dis-
tributions of the local heat transfer coefficients. In agreement with
the more similar velocity fields, the distributions of the local heat
transfer coefficients of the honeycomb configuration differ only
little. Compared to the smooth seal, distinctly lower values have
been obtained.

For all configurations, the level of the Nusselt numbers depends
strongly on the seal clearance. With increasing gap width, increas-
ing Nusselt numbers have been obtained. The honeycomb facing
causes a drastic decrease of the heat transfer at the stator. The fluid
enclosed in the honeycomb structure prevents the convective heat
exchange between the hot air flow and the stator surface and thus
represents an additional thermal insulation of the stator. Due to the
changed global flow field, the heat transfer is also reduced for the
rotor. Compared to the stator the decrease is less pronounced.
Correlations of the functional dependence of Nusselt number,
Reynolds number and gap width~Eq. ~7!! have been derived from
the experimental data and include the influence of the honeycomb
facing on the heat transfer.
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Nomenclature

B 5 width of the test section@m#
b 5 fin tip thickness@m#
c 5 velocity @m/s#

Fig. 10 Nusselt numbers for the stator

Fig. 11 Nusselt numbers for the rotor
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C, m, n 5 correlation coefficients
H 5 height @m#
h 5 heat transfer coefficient@W/m2 K#
L 5 honeycomb diameter@m#
ṁ 5 mass flow rate@kg/s#
n 5 vector normal to the wall

Nu5h̄2s/l 5 Nusselt number
p 5 pressure@N/m2#
R 5 specific gas constant@kJ/kg K#

Re52ṁ/Bm 5 Reynolds number
s 5 gap width@m#
t 5 pitch @m#

T 5 temperature@K#
x, y, z 5 Cartesian coordinates@m#

k 5 ratio of specific heats
l 5 thermal conductivity@W/mK#
m 5 dynamic viscosity@kg/ms#

p5p0 /p` 5 pressure ratio
r 5 density@kg/m3#

Subscripts

G 5 gas
HC 5 configuration with honeycombs
SM 5 smooth configuration

s 5 isentropic
total 5 total

W 5 wall
0 5 inlet
` 5 outlet

Superscript

2 5 mean value
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Influence of a Honeycomb Facing
on the Flow Through a Stepped
Labyrinth Seal
This paper reports numerical predictions and measurements of the flow field in a stepped
labyrinth seal. The theoretical work and the experimental investigations were successfully
combined to gain a comprehensive understanding of the flow patterns existing in such
elements. In order to identify the influence of the honeycomb structure, a smooth stator as
well as a seal configuration with a honeycomb facing mounted on the stator wall were
investigated. The seal geometry is representative of typical three-step labyrinth seals of
modern aero engines. The flow field was predicted using a commercial finite volume code
with the standard k-e turbulence model. The computational grid includes the basic seal
geometry as well as the three-dimensional honeycomb structures.
@DOI: 10.1115/1.1403460#

Introduction

Labyrinth seals represent an elementary component of the in-
ternal air system of gas turbines. The flow characteristics of these
elements have been investigated using manifold experimental and
numerical techniques~e.g., @1–8#!. Nevertheless, no detailed in-
formation is available for the flow case where honeycomb facings
are present. In addition, only few publications deal with the influ-
ence of honeycomb facings on the leakage losses.

Stocker@9# studied the influence of abradable and honeycomb
lands on the leakage through a four-knife straight-through laby-
rinth seal. For his investigations, he employed a planar two-
dimensional and a rotating three-dimensional test rig. Stocker var-
ied the seal clearance and the honeycomb diameter. He observed a
significant influence on the honeycomb lands on the leakage,
strongly dependent on the geometrical configuration. At large seal
clearances in the planar test rig the honeycombs caused a leakage
reduction up to 21 percent compared to the smooth configuration.
However, with decreasing clearance the sealing performance de-
teriorated. At the smallest seal clearance and the largest honey-
comb diameter investigated, the leakage was 96 percent higher
than the leakage of the configuration with a smooth stator wall.

Brownell and Parker@10# investigated the leakage and the flow
field of several straight-through and stepped-labyrinth seals. In
their experiments, they used a holographic technique to visualize
the isodensity contours of the flow field. In one configuration,
honeycomb lands were attached to a five-stage straight-through
labyrinth seal. Compared to the other cases, the holographic visu-
alization showed a significant change in the isodensity contours.
This change was explained to a direct consequence of a much
lower carryover velocity, i.e., a better sealing performance.

To obtain a more detailed insight into the flow mechanisms that
are responsible for the discharge behavior, the present study ap-
plies both experimental and computational techniques. In order to
demonstrate the influence of the honeycomb land, the investiga-
tions have been conducted for a nonrotating labyrinth with a
smooth stator, as well as for a labyrinth with honeycombs. The
objective of this work is to point out the flow phenomena associ-
ated with such three-dimensional elements. The better understand-

ing of the physics of the flow will allow a more efficient employ-
ment of honeycomb facings in future applications.

Figure 1 shows a cross-sectional view of the investigated seal
geometry. A 4:1 scaled-up planar model of typical engine seal was
chosen to obtain better spatial resolution of the LDV measure-
ments. The scaled-up model was employed to obtain detailed in-
formation on the flow field. The investigations have been carried
out for three gap widthss1/t50.043, s2/t50.071, ands3/t
50.114. For the smooth configuration, these gap widths have
been covered in the experiments as well as in the numerical cal-
culations. For the seal with honeycombs, the numerical investiga-
tions have been focused on the largest gap width. To match typical
engine operating conditions, the overall pressure ratio has been
varied fromp51.03 to 1.6. The honeycombs were aligned with
the first labyrinth tip.

Experimental Setup
The present experiments were carried out in the test facility

which has been used in previous studies of leakage loss and heat
transfer in labyrinth seals~@3,11,13#!. A schematic diagram of a
test facility is shown in Fig. 2. Air can be supplied to the test
section at variable temperatures and pressures. A maximum air
flow rate of 0.5 kg/s can be achieved at a pressure ratio of 2 across
the test section. A bypass valve serves to keep the pressure at the
three parallel orifice meters at a constant value of 3 bar. Depend-
ing on the desired flow rate, one of the three orifice meters is
chosen for the accurate measurement of the mass flow of air. A
high precision differential pressure transducer is used to determine
the pressure drop at the respective orifice meter. An error analysis
yielded an uncertainty in the discharge coefficients of three per-
cent. The intercooler and the heater serve to adjust the temperature
of the air flow. Temperatures up to 400°C can be achieved. Hot air
was used only in the parallel experimental heat transfer investiga-
tions ~@14#!. For the present adiabatic flow experiments, the inlet
air temperature was typically 300 K. In order to generate a uni-
form velocity and temperature distribution, a calming section
equipped with several screens and meshes is positioned upstream
of the labyrinth test section.

The labyrinth model contains two main parts. The lower com-
ponent carries the fins and represents the rotor of the labyrinth
seal. The upper part represents the stator and is equipped with or
without a honeycomb structure. Different gap widths are adjusted
by means of spacers. The seal model is mounted directly to the
settling chamber. In order to minimize side effects, the ratio of
channel width to gap width was chosen to be greater than 90.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the JOURNAL OF ENGI-
NEERING FORGAS TURBINES AND POWER. Paper presented at the International Gas
Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May 8–11,
2000; Paper 00-GT-291. Manuscript received by IGTI Nov. 1999; final revision
received by ASME Headquarters Feb. 2000. Associate Editor: D. R. Ballal.
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For the velocity measurements, a two-dimensional LDV system
was utilized. Optical access to the labyrinth flow was accom-
plished from one side of the test section by means of a glass
window. The set up allowed the acquisition of velocity compo-
nents in thex-y plane. The LDV traverses were conducted in
several planes at sufficiently large distances from the window.
Hence, a potential three-dimensional character of the flow field
could be detected. A more detailed description of the experimental
setup is given in Willenborg et al.@14#.

Numerical Approach
For the numerical simulation of the labyrinth seal flow, the

commercial finite volume code, TASCflow3D is used. This soft-
ware solves the compressible time-averaged Navier-Stokes equa-
tions on a nonorthogonal, body-fitted structured grid. A second-
order discretization scheme, the so-called linear profile scheme,
combined with physical advection correction terms is used~@15#!.
The turbulence characteristics of the flow are modeled by the
standardk-e equations. The logarithmic wall function is used
to describe the near-wall velocity. They1 criterion is met over
almost the entire wall region. Critical locations for applying
the logarithmic law are the regions of stagnation points and
the regions inside the honeycomb cells, where minimumy1

has relatively low values. However, as shown in earlier publica-
tions ~@4,12,16#!, this turbulence model is capable of simulating
the labyrinth flow.

Due to the different geometrical topologies of the actual
labyrinth and the honeycombs, the spatial discretization with a
structured grid is critical. A grid adapting the labyrinth-grid
topology to the honeycomb-grid topology results in massively
distorted control volumes in the transition region between the
labyrinth tip and the facing. Consequently, the convergence be-
havior deteriorates and the accuracy of discretization is reduced.
In some cases, it is even impossible to obtain a converged solu-
tion. To avoid this difficulty, a ‘‘general grid interface’’ imple-
mented in TASCFlow3D is used~@15#!. This feature allows the
connection of two grids with nonfitting nodal points. In the
present study, it serves to connect the labyrinth with the honey-
comb geometry.

A computational grid following this approach is shown in Fig.
3. Since only axial flow is admitted, the grid takes advantage of
the symmetric properties of the seal geometry respective to the
x-y plane. Hence, only half honeycombs are modeled. The grid
consists of 34 blocks with a total number of 92,000 grid nodes. In
case of the smooth configuration, only the lower part of the pre-
sented grid is used in the computations and the ‘‘general grid
interface’’ is replaced by a wall boundary condition. For the

Fig. 1 Geometry of labyrinth seal: h ÕtÄ0.46, HÕtÄ0.14, b ÕtÄ0.047, HCÕtÄ0.86, L Õt
Ä0.23, s ÕtÄ0.043, . . . ,0.114, tÄ28 mm

Fig. 2 Labyrinth seal test facility
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smooth configuration, studies on refined computational grids
showed the grid independence of the computational results. Veloc-
ity, temperature, and turbulence quantities are defined at the inlet
of the seal. In addition, the walls are defined to be adiabatic and
the outlet pressure is chosen to be ambient, in agreement with the
experimental conditions.

Geometrical Considerations
Besides preventing mechanical failure, another purpose of the

honeycomb facing is to reduce leakage through the seal. Pursuing
this task, it has to be kept in mind that the honeycomb facing
changes the boundary conditions near the tip of the fin. This is a
region where the discharge behavior is extremely sensitive to
small geometrical variations. A first step in estimating the influ-
ence of a honeycomb facing on the leakage is to describe the
change of the gap width. In this context, Zimmermann@17# men-
tions an enlarged effective gap width, especially at small clear-
ances. In Fig. 4, it is shown that the effective gap width,seff , can
be substantially larger than the nominal clearance,snom, in the
presence of honeycombs. If the tip thickness,b, is smaller than the
honeycomb diameter,L, the effective gap width,seff , for a tip
centered below the honeycomb opening becomes

seff5AS L2b

2 D 2

1snom
2 . (1)

For b larger thanL, the effective gap width,seff , is equal tosnom.
Equation~1! is valid for the case, where the tip is centered below
the opening of the honeycomb. For positions with the tip aligned
to a web of the honeycombs, the nominal gap width,snom, takes
effect. A simple geometrical consideration finally leads to an av-
eraged gap width,smean.

zgeom5
smean

snom

5

1

2
seff1

1

2
snom

snom

(2)

The parameterzgeom describes the averaged change of the
cross-sectional area available for the through flow and gives an
estimate for the increase of leakage. However, additional effects
like a changed flow field or an increased roughness caused by the
honeycomb facing are not considered by Eq.~2!. In Fig. 5,zgeomis
plotted for different ratios ofb/L andsnom/L. For increasing val-
ues of snom/L, the parameterzgeom shows an asymptotic trend
towards a value of 1. In turn,zgeom diverges for decreasing ratios
of snom/L. This behavior agrees well with the observations made

Fig. 4 Geometric situation near the gap, configuration with honeycombs

Fig. 3 Computational grid, configuration with honeycombs
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by Stocker@9# for straight-through labyrinth seals with smooth
and honeycomb stator. Stocker recommended that honeycomb
lands should be selected carefully for applications with small seal
clearances. While the smooth configuration performed better in
this situation, the roughness of the honeycomb lands became pre-
dominant at large clearances. Here Stocker observed a leakage
reduction. To minimize the leakage through labyrinth seals with
honeycomb facing, preferably values ofb/L'1 or b/L.1 should
be chosen. For such ratios, the values ofzgeomare approximately 1
for a wide range of nominal gap clearances. For the geometry
employed in the present investigation,b/L is fixed at 0.19 and
snom/L is varied between 0.19 and 0.52. Hence, using Eqs.~1! and
~2!, the maximum relative increase of leakage is estimated to be
66 percent. In the results section,zgeom will be used for compari-
son with the leakage change due to the honeycombs.

Results: Smooth Configuration

Flow Field. Figure 6 shows the flow field obtained for the
smooth configuration for two gap widths,s1 ands3. For clarity,
every second velocity vector in each direction is omitted for the

CFD data. The overall pressure ratio was set top51.1. All veloc-
ity data have been normalized by an ideal velocity,cs , which can
be derived assuming isentropic expansion:

cs5A2RT0

k

k21
~12p~12k!/k!. (3)

The flow patterns show a distinct dependence on the gap width.
In the first case~gap width s1, Fig. 6~a!!, the fluid passes the
labyrinth gap and impinges on the step. The jet is then deflected
by almost 90 deg and directed towards the bottom of the labyrinth
chamber beneath the step. Inside the cavity the jet separates two
counter-rotating equally sized recirculation zones. The results for
gap widths2 ~not displayed in Fig. 6! show a flow field similar to
the one obtained for gap widths1. Note that the stagnation point
below the step has shifted slightly downstream~positive
x-direction! compared to gap widths1. In case of gap widths3
~Fig. 6~b!!, the shape of the flow field has changed distinctly. Due
to the lower ratio ofH/s, the flow deflection at the step is re-
duced. The position of the jet impingement zone on the rotor has
moved from the position below the step to the flank of the down-
stream labyrinth fin. For the adjusted overall pressure ratios, suf-
ficiently away from choking conditions, the influence of the pres-
sure ratio on the shape of the flow field was observed to be very
small.

Discharge Coefficients. A dimensionless discharge coeffi-
cient is defined to quantify the leakage behavior:

CD5
ṁ

ṁideal

. (4)

In Eq. ~4!, the leakage mass flow rateṁ is taken from experi-
ments or the CFD analysis.ṁideal stands for a theoretical mass
flow for isentropic conditions:

ṁideal5
p0A

AT0

A 2k

R~k21! F S 1

p D 2/k

2S 1

p D ~k11!/kG . (5)

In this formula,p represents the ratio of the inlet and outlet pres-
sure (p5p0 /p`). The cross-sectional area of the gap is calcu-
lated asA5B•snom.

Figure 7 shows experimental and numerical results for the
smooth configuration. Like the shape of the flow field, the leakage
behavior depends strongly on the gap width,s. The discharge

Fig. 5 Estimated influence of honeycomb facing on seal
leakage

Fig. 6 Flow field, smooth configuration, pÄ1.1
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coefficients decrease with increasing gap width. The linear rise of
CD with increasing pressure ratio can be reproduced by a simple
Fanno-line analysis, which assumes an isentropic expansion
across the fins and an isobaric dissipation within the labyrinth
cavities. For a given overall pressure ratio and a given number
of fins, the cavity pressure and the leakage flow rate of this
ideal labyrinth can be calculated. The same linear and progres-
sive behavior of the discharge coefficients with pressure ratio
is shown for the present experimental and numerical results.
For pressure ratios up top51.3, the measured discharge coeffi-
cients and the numerically obtained values agree very well. With
increasingp, the CFD results deviate slightly from those ob-
tained experimentally. The averaged relative deviation ((CD,CFD
2CD,EXP)/CD,EXP) approximates to 1.4 percent, the maximum
relative deviation is 3.6 percent.

Results: Configuration With Honeycomb Facing

Flow Field. Figure 8 shows the computed flow field for the
configuration with honeycombs at two lateral positionsz1 andz2.
The gap width is fixed fors3. For clarity, every second velocity
vector in each direction is omitted. The shape of the flow field is
similar to the smooth configuration ats3. Inside the honeycombs,
recirculation zones occur that are driven by the viscous shear layer
at the opening of the honeycombs. The intensity and the shape of
these recirculation zones change with the position of the honey-
combs relative to the labyrinth tips and the step on the stator. The
flow pattern inside the honeycombs is further influenced by the
height of these elements. A more detailed illustration of the flow
field in the vicinity of the first tip is given in Fig. 9. At the lateral
position z1 where the tip is centered beneath the opening of a
honeycomb cell, part of the air uses the additional area provided
by the honeycomb cell to overflow the fin. The main flow is
slightly deflected towards the bottom of the labyrinth cavity. At
the lateral positionz2, the flow direction is distinctly less affected
by the honeycombs. The air passes the gap similar to the flow case
with a smooth stator.

The flow field from the LDV-measurements is shown in Fig. 10
~gap width s3! and Fig. 11~gap width s1! for the two lateral
positions,z1 andz2, respectively. Although the planesz1 andz2 of
the experimental investigations do not exactly match the planes
displayed in Figs. 8 and 9 due to a not perfectly manufactured
honeycomb facing, the experimental results agree well with the
numerical predictions~compare Fig. 10 with Fig. 8!. Compared to
the smooth configuration, the flow field changes substantially at
the gap widths1 ~see Fig. 6 and Fig. 11!. Near the tip, the influ-
ence of the honeycomb land becomes most predominant. The lo-

cal variation of geometry provokes a shift of the flow path into the
honeycombs, as it has been already shown for the gap widths3
~Fig. 9!.

For the smallest gap width,s1, the angle of the velocity vectors
towards and away from the honeycomb land~Fig. 11! is greater
than for gap widths3 ~Fig. 10!. This results in a more distinct
deflection of the flow towards the bottom of the labyrinth chamber
directly downstream of the fin tip. Hence, for the present configu-
ration, the honeycombs do not act as an additional roughness el-
ement but change the global structure of the flow field by a mac-
roscopic variation of the geometry.

Discharge Coefficients. The influence of the honeycombs on
the discharge behavior is described by the ratio of the discharge
coefficient for the configuration with honeycombs to the value for
the smooth configuration.

Fig. 7 Discharge coefficients, smooth configuration

Fig. 8 Computed flow field, pÄ1.1, s3

Fig. 9 Flow field detail „CFD…
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z5
CD,HC

CD,SMOOTH

(6)

Both CD,HC andCD,SMOOTH are calculated using the nominal gap
width to describe the cross-sectional area at the tip (A5B
•snom). The parameterz, determined in the present study, and the
data presented by Stocker@9# are compared in Fig. 12. The geo-
metrical parameterzgeom is also plotted in this diagram. The ex-
perimental data acquired in the present study show a behavior
similar to the results reported by Stocker for a straight-through
labyrinth seal. The comparison made betweenz andzgeom shows
thatzgeomis an appropriate parameter to qualitatively describe the
effect of a local variation of the seal geometry. The geometrical
change near the gap caused by the attachment of a honeycomb
land dominates the discharge behavior for the present seal con-
figuration as well as for the smaller clearances investigated by
Stocker. The numerical flow simulation for the gap widths3 had a
maximum relative deviation from the measured discharge coeffi-
cients of 6.8 percent. Considering the geometrical complexity of
the investigated flow problem, the agreement between the experi-
mental discharge data and numerical simulation results is excel-
lent. As shown in Fig. 12, the predicted leakage increase param-
eter z is in good agreement with the measured data. The
differences of the values forz for the straight-through labyrinth

and the stepped labyrinth in Fig. 12 can be attributed to the dif-
ferent flow fields. In case of the straight-through labyrinth, the
main flow is in direct contact with the honeycomb structure at the
stator over the whole length of the seal. This direct contact and
hence the interaction of the main flow with the honeycomb struc-
ture is significantly reduced for the stepped labyrinth seal because
of the strong deflection of the main flow at the steps of the stator.
Therefore, roughness effects are expected to have a stronger leak-
age reducing impact on the flow for straight-through labyrinth
seals.

To completely describe the influence of honeycombs on the
discharge behavior, the combination of geometrical effects and
roughness effects have to be considered. Geometrical effects can
occur from the honeycomb structure as well as from the stepped
or straight-through labyrinth seal geometry. Whereas the former
includes changes in the effective seal clearance, the latter de-
scribes the dependence of the flow pattern on the basic seal design
~e.g., stepped straight-through!. In the present study, a strategy to
describe the effective gap width depending on seal and honey-
comb geometry has been developed. A possible approach to con-
sider roughness effects may be based on friction factors as pro-
vided by Ha and Childs@18,19#. For a complete understanding of
the influence of honeycombs on the flow through labyrinth seals,
further investigations including more geometrical variations are
needed.

Conclusions
Results of a combined experimental and numerical investiga-

tion have been presented. The numerical results give insight into
the flow patterns inside the labyrinth seal and agree well with the
velocity data that have been obtained using LDV. For the smooth
wall configuration, the flow pattern showed a distinct dependence
on the gap width. This dependence is well reflected by the dis-
charge coefficients, which continuously increase with decreasing
seal clearance. The influence of the overall pressure ratio on the
qualitative structure of the flow field is negligible while the dis-
charge coefficients show a linear increase with increasing pressure
ratio. A significant influence of the honeycomb structure on the
flow field and the discharge characteristics has been observed. The
honeycomb facing provides an enlarged effective gap width and
results in an increased leakage mass-flow rate. Compared to the
smooth configuration, the dependence of the flow field on the gap
width is significantly reduced. The numerical results show details
of the flow above the seal fin into the honeycomb structure. Both
the numerical simulation results and the LDV data show the de-
velopment of a three-dimensional velocity field due to the three-
dimensional geometry of the honeycomb structure. The character-

Fig. 10 Flow field with honeycombs „LDV…, s3, pÄ1.1

Fig. 11 Flow field with honeycombs „LDV…, s1, p1.1

Fig. 12 Influence of honeycomb-lands on discharge
characteristics
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istic influence of honeycomb facings on the discharge behavior
that was observed in the present study qualitatively agrees with
the investigations conducted by Stocker@14#. The observed trend
of an increased leakage for honeycomb seals at small gap widths
has been qualitatively described by means of simple geometrical
considerations. This indicates that, in the present study, the geo-
metrical changes near the gap caused by the honeycombs have a
dominating influence on the discharge behavior of the labyrinth
seal.
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A 5 area~m2!
B 5 width of the test section~m!
b 5 fin tip thickness~m!
c 5 velocity ~m/s!

cs 5 isentropic velocity~m/s!
CD 5 discharge coefficient

H 5 step height~m!
HHC 5 height of the honeycombs~m!
HC 5 configuration with honeycombs

L 5 honeycomb diameter~m!
ṁ 5 mass flow rate~kg/s!

ṁideal 5 ideal mass flow rate~kg/s!
p0 5 inlet pressure~N/m2!
p` 5 outlet pressure~N/m2!
R 5 specific gas constant~kJ/kg K!

seff 5 effective seal clearance or gap width~m!
snom 5 nominal seal clearance or gap width~m!
smean 5 mean seal clearance or gap width~m!

SM 5 smooth configuration
t 5 pitch ~m!

T0 5 inlet temperature~T!
z 5 leakage increase parameter

zgeom 5 geometrical leakage increase parameter
p 5 pressure ratio (p0 /p`)
k 5 ratio of specific heats
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Thermo-Economic Analysis of an
Intercooled, Reheat and
Recuperated Gas Turbine for
Cogeneration Applications–Part I:
Base Load Operation
This paper presents a thermo-economic analysis of an intercooled, reheat (ICRH) gas
turbine, with and without recuperation, for cogeneration applications. The optimization
analyses of thermodynamic parameters have permitted to calculate variables, such as
low-pressure compressor pressure ratio, high-pressure turbine pressure ratio and gas
temperature at the waste heat recovery unit inlet while maximizing electric efficiency and
‘‘Energy Saving Index.’’ Subsequently, the economic analyses have allowed to evaluate
return on the investment, and the minimum value of gross payout period, for the cycle
configurations of highest thermodynamic performance. In the present study three sizes
(100 MW, 20 MW, and 5 MW) of gas turbines have been examined. The performed
investigation reveals that the maximum value of electric efficiency and ‘‘Energy Saving
Index’’ is achieved for a large size (100 MW) recuperated ICRH gas turbine based co-
generation system. However, a nonrecuperated ICRH gas turbine (of 100 MW) based
cogeneration system provides maximum value of return on the investment and the mini-
mum value of gross payout period compared to the other gas turbine cycles, of the same
size and with same power to heat ratio, investigated in the present study. A comprehensive
thermo-economic analysis methodology, presented in this paper, should provide useful
guidelines for preliminary sizing and selection of gas turbine cycle for cogeneration
applications. @DOI: 10.1115/1.1413463#

Introduction
In recent years concerted efforts have been made in different

areas of gas turbine technologies with the one main objective of
improving cycle efficiency of the gas turbine engines. In this pur-
suit, particularly in the last 15 years, gas turbine industry has seen
phenomenal advancements particularly in the fields of aerody-
namics, materials, blade cooling, and fabrication technologies.
With these advanced technologies implemented, gas turbines have
been developed with the TiT value approaching 1500°C~2732°F!
and simple cycle efficiency 40 percent and more~@1,2#!. Another
approach for improving cycle efficiency of the gas turbine engine
is to modify the Brayton cycle.

The modifications~some of them have also been implemented!
to the Brayton cycle, which have been studied in the past include
regeneration, intercooled compression, reheat expansion, and their
combination~@3–9#!. It may be noted that these modified Brayton
cycles have been sometimes referred in the literature as ‘‘complex
gas turbine cycles.’’ The available literature, in general, presents
thermodynamic performance of a modified Brayton cycle in non-
cogeneration applications with the exception of few studies
~@4,7#!. It is evident that the Brayton cycle when combined with
intercooling, reheat, and recuperation can significantly improve
cycle efficiency provided high value of overall cycle pressure ra-
tio is used~@7#!.

A limited amount of work has been done on the evaluation of
intercooled, reheat, and recuperated gas turbine in cogeneration

applications, particularly thermo-economic performance evalua-
tion. A recent study on economic investigation of the recuperated
ICRH gas turbine, in a noncogeneration application, showed that
the minimum power generation cost coincides with the maximum
cycle efficiency at a high value of the overall cycle pressure ratio
~@10#!.

The main objective of the study undertaken has been to conduct
thermo-economic evaluation of recuperated and nonrecuperated
ICRH cycles in cogeneration applications. The stated objective is
achieved by optimizing thermodynamic parameters for the nonre-
cuperated and recuperated ICRH cycles at three design-load con-
ditions, namely large~100 MW!, medium~20 MW!, and small~5
MW!, and to apply the developed economic model to the highest
performance GT~100 MW! considered. The results obtained for
the simple and recuperated Brayton cycles are also included for
comparison purposes.

It may be noted that the present study has concentrated on the
evaluation of nonrecuperated and recuperated ICRH gas turbine
based cogeneration systems under base-load operation.

Prospects of Simple and Complex Gas Turbine Cycles in
Cogeneration Applications. Focusing on cogeneration applica-
tions, some gas turbine cycles~simple or complex Brayton cycles!
with high cycle efficiency may not necessarily be thermo-
economically suitable because of incompatibility between the gas
turbine exhaust gas temperature and requirements of process heat
for the thermal utility. It is important, therefore, to note that in a
cogeneration application the value of exhaust gas temperature
plays a major role.

To give an idea of the exhaust gas temperature values obtain-
able by simple or complex gas turbine cycles, a comprehensive

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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thermodynamic analysis was conducted for the cycles under in-
vestigation. The thermodynamic performances of the cycles, at the
state-of-the-art value of TiT~1350°C!, for different overall cycle
pressure ratio are shown in Figs. 1 and 2. It must be noted that the
results for simple and recuperated Brayton cycles are also in-
cluded in Figs. 1 and 2 for comparison purposes.

Each point on the performance curves in Figs. 1 and 2 was
determined, for a given value of overall cycle pressure ratio, by
finding the low-pressure compressor~LPC! pressure ratio and the

high-pressure turbine~HPT! pressure ratio while maximizing the
value of cycle’s electric efficiency. The optimum values of overall
cycle pressure ratio, corresponding to maximum electric effi-
ciency are 45 and 150 for the simple Brayton cycle and nonrecu-
perated ICRH cycle, respectively. It should be observed that, for
nonrecuperated ICRH cycle, the results for the high values of
overall cycle pressure ratios are included in Figs. 1 and 2 to show
maximum achievable electric efficiency of the cycle at TiT of
1350°C.

For recuperated Brayton cycle and recuperated ICRH cycle, the
optimum values of overall cycle pressure ratio are 10 and 30,
respectively~see Fig. 1!. The results, obtained in the present in-
vestigation, are found in good agreement with those available in
the literature~@7#!.

Figure 2 shows the same performance parameters as in Fig. 1
for the same cycles and emphasizing that there exists a specific
value of the exhaust gas temperature corresponding to a given
value of the overall cycle pressure ratio. In Fig. 2, as is in Fig. 1,
the thermodynamic performance results for simple and recuper-
ated Brayton cycles are included for the comparison purposes
only.

For a nonrecuperated cycle~simple Brayton or ICRH cycle!,
the maximum value of cycle efficiency is achieved at a high over-
all cycle pressure ratio, but with approximately the lowest value
of exhaust gas temperature~see Figs. 1 and 2!. Also, for the recu-
perated cycles, the exhaust gas temperature varied relatively by a
small amount, compared to the nonrecuperated cycles, in the over-
all cycle pressure ratio range considered as seen in Fig. 2. Fur-
thermore, the maximum value of exhaust gas temperature achiev-
able with recuperated cycles, as expected, reduces considerably
compared to the nonrecuperated cycles~see Fig. 2!.

For a cogeneration system, in addition to evaluating net electric
efficiency and thermal efficiency, the important thermodynamic
parameter of interest is the ‘‘Energy Saving Index’’~ESI!, which
is a direct measure of savings in fuel consumption.

It is important to note that the amount of fuel saving has major
impact on the economics of a cogeneration plant, since 80 percent
of the operating cost can be attributed to the cost of fuel in a gas
turbine based cogeneration plant.

Thermodynamic Analysis — Cogeneration System

The Considered Performance Parameters. For evaluating
cogeneration plant performance, the following performance pa-
rameters have been considered:

• electric efficiency, defined as a ratio between the net electric
power output and the supplied thermal power associated with fuel;

hel5
Pel

F
. (1)

• thermal efficiency, defined as a ratio between the thermal
power requested for cogeneration purposes and the supplied ther-
mal power associated with fuel;

h th5
Qth

F
. (2)

Note, in the case of intercooled compression,Qth also takes into
account the thermal power exchanged by the intercooler~IC!,
which is considered as a thermal source producing hot water at
low temperature~100°C to 150°C! and available for the thermal
utility.

• specific work ~W!, defined as a ratio between the electric
power output and the air mass flow rate at LPC inlet;

• specific thermal power, defined as a ratio between the net
thermal power requested for cogeneration purposes and the air
mass flow rate at LPC inlet;

Fig. 1 hel versus W for recuperated and nonrecuperated ICRH
and Brayton cycles „bTOT values are reported …

Fig. 2 hel versus W for recuperated and nonrecuperated ICRH
and Brayton cycles „Tin values are reported …
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• ESI ~Energy Saving Index! expresses the relative variation of
the fuel power consumption in two separate plants producing the
same electric and thermal power output of the cogeneration plant,
and the fuel power consumption in the process plant:

ESI5
F* 2F

F*
512

1

hel

hel*
1

h th

h th*

. (3)

The variables with the superscript ‘‘* ’’ refer to values forh th and
hel taken equal to 0.8 and 0.37, respectively. They may represent
the reference scenario relative to average values for fossil fuel
boiler efficiency (h th) and for fossil fuel power plant efficiency
(hel) in a power generation system.

Modeling Technique. Figure 3 shows a schematic layout of
the recuperated single-spool ICRH gas turbine cycle in cogenera-
tive application. The thermodynamic analyses of cogeneration
plants utilizing nonrecuperated and recuperated ICRH gas tur-
bines, including similar cycles studied in noncogeneration mode
and discussed earlier in this paper, have been performed using a
commercial software package~@11#!.

In the thermodynamic analyses performed, specific heat at con-
stant pressure is considered function of the gas composition and
its temperature and include pressure losses in the heat exchangers,
at the compressor inlet, in the combustors and at the gas turbine
discharge.

The amounts of cooling air flows required, for hot gas path and
the most stressed components, have been evaluated using the pro-
cedures described by Benvenuti et al.@12# and El-Masri@5#. In
these procedures, the amounts of cooling air flows are adjusted on
the basis of temperatures of the cooling air and the hot gas at the
inlet of each cascade. In the present analysis, as also commonly
employed in many existing engines, it is assumed to cool the one
stage HPT with the cooling air bled from the HPC discharge, and
the four-stage LPT is cooled with two streams of bleed cooling air
taken from the HPC intermediate stages~see Fig. 3!.

The LPT stage expansion ratio is determined by assuming a
realistic value of the aerodynamic loading parameter (Dh/u2) for
each stage~@12#!. In the present study, the assumed values of

aerodynamic loading parameter (Dh/u2) for the LPT are 1.3,
1.15, 1.05, and 1.05 from the first to the fourth stage, respectively.
The amount of cooling air flow rate necessary to cool the low
pressure combustor, taken from one of the cooling streams bled
from the HPC intermediate stages~see Fig. 3!, is assumed six
percent of the LPC inlet mass flow rate.

The pressure loss across each combustor is assumed 2.5 percent
of its inlet pressure. For each heat exchanger, the internal pressure
loss of the gas stream is assumed equal to two percent of its inlet
pressure. The heat exchange surface areas of IC, REC, and HRSG
exchangers~economizer and evaporator! are evaluated utilizing
the most commonly used NTU method, once the overall heat ex-
changer coefficients have been set. The HPC inlet temperature
is evaluated by assuming a value of 0.9 for the IC exchanger’s
effectiveness.

The thermodynamic analyses have been performed for three gas
turbine sizes of 5, 20, and 100 MW electric power output: Each of
the gas turbine is defined by the value of key design parameters as
reported in Table 1. The values of polytropic efficiency for com-
pressors and turbines, given in Table 1, are representative of the
selected gas turbine sizes based on the current technology. It must
be noted that, for a given size gas turbine, the polytropic efficien-
cies are assumed independent of the overall cycle pressure ratio,
because all the performance calculations have been conducted
corresponding to the design-load condition.

Methodology
For a given cogeneration system, the implemented numerical

procedure allows to evaluate and optimize the desired thermody-
namic performance including flow pressures and temperatures at
inlet and exit of different components of the cycle and surface
areas of different heat exchangers involved. It may be noted that
the aforesaid methodology has been implemented for the three gas
turbine sizes mentioned earlier. However, the results of the meth-
odology are illustrated with charts for a large size~100 MW! gas
turbine. For the other two gas turbine sizes, a summary of results
obtained are tabulated in this paper.

These optimum thermodynamic parameters are subsequently
used for the economic analysis, providing values of DCRR and
GPO.

Nonrecuperated ICRH Gas Turbine Cycle. For the nonre-
cuperated ICRH gas turbine in a cogeneration application, the
starting point of the analysis is to set a value of exhaust gas
temperature (Tin) at the inlet of HRSG. The second step is to
obtain, for an assigned overall cycle pressure ratio (bTOT) and for
the setTin , the values of electric efficiency and ESI versus spe-
cific power. In this case, for every LPC pressure ratio the corre-
sponding value of HPT pressure ratio is found within the bound of
the imposedbTOT andTin . For a given value ofTin , the values of
electric efficiency and ESI are then evaluated for different values
of overall cycle pressure ratio.

The results forTin of 420°C, with TiT of 1350°C are presented
in Fig. 4. For the evaluation ofh th ~which is necessary to estimate
the value of ESI! the stack temperature of 90°C has been assumed
in the present investigation~supposing to fuel the GT with the
natural gas!. The performance parameters for the cycle with the
values ofbTOT and Tin of 70 and 420°C, respectively, are sum-
marized in Table 2. It is evident from Fig. 4 and Table 2 that, for
an assigned value ofbTOT andTin , the values ofbLPC andbHPT

Fig. 3 Schematic layout of the recuperated ICRH gas turbine
in cogenerative application „dotted lines represent GT cooling
flow streams …

Table 1 Key design parameters for the three gas turbine sizes
investigated

Journal of Engineering for Gas Turbines and Power JANUARY 2002, Vol. 124 Õ 149

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



corresponding to maximum electric efficiency~white triangles!
and maximum ESI~white balls! are different, even though the
differences are small.

Based on the above discussed procedure, for an assignedTin
value, it is possible to get all the possible cycle configurations~for
different bTOT values! corresponding to maximum values ofhel
and ESI.

For a cogeneration system, however, it would be important to
consider configurations corresponding to the maximum value of
ESI for each combination ofbTOT and Tin . The variations of
maximum value of ESI versus electric efficiency as a function of
bTOT and Tin with TiT of 1350°C for the nonrecuperated ICRH
gas turbine based cogeneration systems are shown in Fig. 5. The
curves of constant electric power to thermal power ratio are also
reported~shown as dotted lines! in Fig. 5.

For the nonrecuperated ICRH gas turbine based cogeneration
system with TiT of 1350°C, the maximum value of ESI is
achieved atTin of 420°C and cycle overall pressure ratio of 90 as
shown in Fig. 5. This aforesaid optimum configuration also real-
izes an electric efficiency close to its maximum achievable value.

The maximum values of ESI achievable with the simple Bray-
ton cycle based cogeneration systems at TiT of 1350°C for differ-
ent combinations ofbTOT andTin are also included in Fig. 5 for
comparison purposes. A combination ofbTOT and Tin of 35 and
413°C, respectively, provides the maximum value of ESI for the
simple Brayton cycle based cogeneration system as is evident
from Fig. 5.

A good amount~approximately three percent maximum! of in-

crease in the value of ESI for nonrecuperated ICRH gas turbine
based cogeneration system, compared to simple Brayton cycle is
worth noting in Fig. 5.

Recuperated ICRH Gas Turbine Cycle. For the analysis of
recuperated ICRH cycle, it was necessary to set a value of the
recuperator effectiveness. This value was set to 0.9, since it was
found, by the authors, that a lower value of the recuperator effec-
tiveness leads to lower electric efficiency and ESI. A methodol-
ogy, similar to that used for the nonrecuperated ICRH gas turbine
cycle and described above, has been also used to identify the
optimum configuration and performance parameters for the recu-
perated ICRH gas turbine cycle.

For the recuperated ICRH gas turbine based cogeneration sys-
tems with TiT andTin values of 1350°C and 420°C, respectively,
electric efficiency versus specific power output for different over-
all cycle pressure ratios, is presented in Fig. 6. As evident from
Fig. 6, the optimum value of overall cycle pressure ratio, for the
recuperated ICRH gas turbine based cogeneration system has a
value of 30 forTin of 420°C. The reason for usingTin of 420°C,
in Fig. 6, will become clear in the discussion to follow.

Similar to the nonrecuperated ICRH cycle case, for an assigned
bTOT andTin , the cycle configurations (bHPT andbLPC) relative
to maximum electric efficiency~white triangles! and maximum
ESI ~white balls! are different even if the relative values ofbHPT
andbLPC are not far from each other~see Table 3!.

Here again, for an assigned value ofTin , it is possible to get all
the configurations~for different bTOT values! corresponding to
maximum values of ESI. The variations of maximum value of ESI
versus electric efficiency as a function ofbTOT for different Tin
values are shown in Fig. 7.

For the recuperated ICRH gas turbine based cogeneration sys-
tem with TiT of 1350°C, maximum value of ESI is achieved at an
optimum overall cycle pressure ratio of 40 andTin of 420°C.

Furthermore, the values of ESI Max are observed to decrease at
Tin of less than 400°C as is evident from Fig. 7. In this case also,
as was the case with the nonrecuperated ICRH gas turbine based
system, this optimum configuration permits to obtain an electric
efficiency close to its maximum value.

Fig. 4 hel versus W for nonrecuperated ICRH gas turbine for
different bTOT „markers of hel Max and ESI Max are identified …

Table 2 A summary of performance for nonrecuperated ICRH
gas turbine at a given value of bTOT and Tin

Fig. 5 ESI max versus hel for different bTOT as a function of Tin
for nonrecuperated ICRH gas turbine based cogeneration sys-
tems
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The above discussed results of maximum ESI clearly show that
an optimum value of the overall cycle pressure ratio for the recu-
perated ICRH gas turbine based cogeneration system is consider-
ably smaller compared to the nonrecuperated ICRH gas turbine
based system. This implies that, for a given size~power rating!
gas turbine, a smaller size compressor can be utilized in a recu-
perated ICRH gas turbine based system compared to the nonrecu-
perated ICRH gas turbine based system. Also, more specific
power, with higher value of ESI, can be generated with the recu-
perated ICRH system compared to the nonrecuperated ICRH
system at an optimum overall cycle pressure ratio~see Fig. 4 and
Fig. 6!.

It is interesting to note that at TiT of 1350°C, the optimum
value ofTin is 420°C for both the cycles analyzed. For the recu-
perated ICRH gas turbine based cogeneration system, as was the
case with nonrecuperated ICRH gas turbine based cogeneration
system, a significant amount~approximately 2.5 percent maxi-
mum! of increase in the value of ESI can be achieved compared to
the recuperated Brayton cycle system~see Fig. 7!.

Moreover, the results presented in Figs. 5 and 7 show that for
the considered overall cycle pressure ratio, it may not be possible
to achieve the desired value of the electric to thermal power ratio
(Pel /Qth) corresponding to all the values ofTin . This observa-
tion is true for both the nonrecuperated and recuperated ICRH gas
turbine based cogeneration systems.

To compare different gas turbine cycles in cogeneration appli-
cations, and also from the economic analysis point of view, it is
more appropriate to consider the gas turbine cycles for the same
value of electric to thermal power ratio. For this purpose, the
previous numerical procedure, used in obtaining Figs. 5 and 7,

was iterated until an appropriate value ofTin could be obtained,
and consequently the value ofbTOT , which provides the desired
values of electric power to heat ratio and the maximum ESI.

To avoid a too small blade size in the last stages of a high
pressure compressor and a particularly complex design phase in
this procedure, an overall cycle pressure ratio was limited to
a value of 50 for recuperated and nonrecuperated ICRH gas
turbines.

To evaluate the overall exchanger surface area, the bottoming
cycle layout chosen is schematically shown in Fig. 3.

In particular, it was assumed that the bottoming cycle makes
available two thermal streams~1.7 MPa! with different enthalpy
contents: the first, at the economizer outlet as a hot water, and the
second, at the vaporizer outlet as a saturated steam.~Note, the
values of pinch point temperature and approach point temperature
assumed are 15°C and 5°C, respectively.! As mentioned before,
the temperature of the hot gas at the bottoming cycle outlet~to the
stack! is considered 90°C for all the analyses.

Following the above discussed methodology optimization of
thermodynamic parameters are conducted for a given power rating
plant at a constant value ofPel /Qth and various cycles. The re-
sults obtained for large, medium, and small size cogeneration
plants are summarized in Tables 4, 5, and 6, respectively.

For a cogeneration system with 100 MW power generation ca-
pacity, recuperated ICRH gas turbine provides the maximum
value of ESI compared to the other cycles examined~see Table 4!.
However, for medium and small size cogeneration systems, the
thermodynamic performance parameters~ESI and hel) are ob-
served comparable for recuperated and nonrecuperated ICRH gas
turbine based systems~see Tables 5 and 6!.

For three sizes of gas turbine systems evaluated in the present
study, the calculated values of pressure ratio for HPT suggest a
need for multiple stages in high pressure turbine section.

Economic Analysis
For a gas turbine based cogeneration plant, the selection of a

gas turbine depends not only on its net electric efficiency but on
the other parameters such as electric power to thermal load ratio

Fig. 6 hel versus W for recuperated ICRH gas turbine for dif-
ferent bTOT „markers of hel Max and ESI Max are identified …

Table 3 A summary of performance for recuperated ICRH gas
turbine at a given value of bTOT and Tin

Fig. 7 ESI Max versus hel for different bTOT as a function of Tin
for recuperated ICRH gas turbine based cogeneration systems
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(Pel /Qth), Energy Saving Index~ESI!, utility avoided cost, fuel
cost, etc. To evaluate suitability and meaningful comparison of
different gas turbines for a given cogeneration system, it is essen-
tial that the value ofPel /Qth should be the same. In the present
study, once the optimum configurations for nonrecuperated and
recuperated ICRH gas turbines were evaluated as discussed earlier
in the paper, the economic parameters were then evaluated.

The economic parameters evaluated in the present study include
discount cash flow rate of return~DCRR! and gross payout period
~GPO!, two terms commonly employed in engineering economic
analysis.

The various parameters required for economic analysis, with
their values used in the present study, are provided in Table 7. The
cost data for various equipment used in a given cogeneration sys-
tem including the fuel cost are based on 1999 U.S. Dollar value.
As mentioned earlier in the case of thermodynamic analysis, the

economic analyses were also conducted for cogeneration systems
utilizing simple Brayton and recuperated Brayton cycles for com-
parison purposes

The economic model, developed in-house and utilized in the
present investigation, has been realized by using an Excel Work-
sheet. This model has considerable amount of flexibility and takes
into consideration equipment installed cost, operation and mainte-
nance cost, financing cost during the construction phase, plant
utilization factor, escalation rate, and financing and loan payment
schedule in estimating values of DCRR and GPO.

The developed economic model has been applied to the highest
performance gas turbine considered~100 MW!. It must be high-
lighted that the application of the model to a limited extent of this
case has allowed to quantify the required economic parameters,
and it does not represent a limitation to the developed methodol-
ogy or to the applicability of the economic analysis code.

Table 4 Performance characteristics for a large size cogeneration system „PelÄ100 MW and Pel ÕQthÄ1.05…

Table 5 Performance characteristics for a medium size cogeneration system „PelÄ20 MW and Pel ÕQthÄ0.95…

Table 6 Performance characteristics for a small size cogeneration system „PelÄ5 MW and Pel ÕQthÄ0.70…
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The results of the economic investigation, for the 100 MW
cogeneration plant based on a nonrecuperated and recuperated
ICRH gas turbine, are summarized in Tables 8~a! and 8~b!. It must
be noted that the results for cogeneration plants utilizing simple
Brayton cycle and recuperated Brayton cycle are also included in
Tables 8~a! and 8~b! for comparison purposes.

The economic analyses of cogeneration systems for a given
value of electric sale price or fuel purchase price, utilizing differ-
ent gas turbine cycles, show that the value of DCRR, even though
quite attractive, is the lowest for a cogeneration plant utilizing

recuperated ICRH gas turbine in comparison to the other gas tur-
bines examined in the present study~see Tables 8~a! and 8~b!!.

The main reasons for the observed decrease in the value of
DCRR for the recuperated ICRH gas turbine based cogeneration
system, in comparison to the simple Brayton and nonrecuperated
ICRH gas turbine based cogeneration systems, can be attributed to
two factors: a comparative increase in its investment cost and the
lost revenues due to decrease in the amount of steam generated.
However, in comparison to the recuperated Brayton cycle based
cogeneration system, the observed decrease in the DCRR value
for the recuperated ICRH gas turbine based cogeneration system
is mainly caused due to the lost revenues associated with the
decrease in the amount of generated steam.

It may be noted that the economic analysis results, presented in
Table 8~b!, are obtained using the electric sale price of 5 cents/
kWh.

It is also noted that the cogeneration plant based on the nonre-
cuperated ICRH gas turbine provides highest value of DCRR as is
evident from Tables 8~a! and 8~b!. Furthermore, the value of GPO
is found lowest for the nonrecuperated ICRH gas turbine based
cogeneration system.

The aforesaid observations imply that a cogeneration system,
with Pel5100 MW and Pel /Qth51.05, using nonrecuperated
ICRH gas turbine will be more economically viable compared to
the other cycles investigated.

Concluding Remarks
Based on the thermo-economic analysis of an intercooled reheat

gas turbine, with and without recuperation, in cogeneration appli-
cations, the following observations can be made:

1 An optimization study of the most expressive cogenerative
parameters showed that, for a large-size~100 MW Capacity! gas

Table 7 Parameters used for economic analysis

Table 8 „a… Economic performance for a large size cogeneration system „PelÄ100 MW and Pel ÕQthÄ1.05… — effects of electric
sale price „b… Economic performance for a large size cogeneration system „PelÄ100 MW and Pel ÕQthÄ1.05… — effects of fuel
purchase price
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turbine and for a given power to heat ratio, maximum electric
efficiency ~47 percent! can be achieved with recuperated ICRH
gas turbine based cogeneration system.

2 For medium~20 MW! and small~5 MW! size cogeneration
plants, systems using ICRH gas turbine with and without recu-
peration are found to have almost the same electric efficiency
~44.5 and 37.5, respectively!. Similar observations are true if gas
turbines are compared based on the value of ESI.

3 An economic evaluation of the cogeneration system~100
MW capacity and electric power to thermal load ratio of 1.05!,
showed that with electric sale price and fuel purchase price of 4.5
Cents/kWh and 3 $/MSCF, respectively the nonrecuperated ICRH
gas turbine based system provides maximum~approximately 33.5
percent! return on the investment and minimum~3.3 years! gross
payout period compared to the other cycles investigated.

4 The poor economic performance of the recuperated ICRH
gas turbine based cogeneration system can be attributed to the
increased value of the investment cost and/or the lost revenues
associated with the decrease in the amount of generated steam.

5 In comparison to the other cycles investigated in the present
study, recuperated ICRH gas turbine based cogeneration system
showed maximum specific work capacity for all the sizes except
for the smallest size unit studied.
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Nomenclature

ESI 5 Energy Saving Index~Eq. ~3!!
F 5 LHV fuel power supplied

ma 5 air mass flow rate at the gas turbine inlet
Pel 5 electric power output
Qth 5 thermal power to the utilities

T 5 temperature
Tin 5 temperature at inlet to the HRSG~Fig. 3!
TiT 5 Inlet temperature to the first stage nozzle

W 5 specific power (Pel /ma)
Dh/u2 5 aerodynamic loading parameter (Dh, stage specific

enthalpy drop;u peripheral speed!
bTOT 5 overall cycle pressure ratio
bHPT 5 HPT pressure ratio
bLPC 5 LPC pressure ratio

hel 5 LHV electric efficiency~Eq. ~1!!
h th 5 LHV thermal efficiency~Eq. ~2!!
hpc 5 polytropic compression efficiency
hpe 5 polytropic expansion efficiency

Superscript

* 5 reference

Acronyms

APR 5 annual percentage rate
CC1 5 high pressure combustor
CC2 5 low pressure combustor

DCRR 5 discount cash flow rate of return
ECO 5 economizer
GPO 5 gross payout period

GT 5 gas turbine
HPC 5 high pressure compressor
HPT 5 high pressure turbine

HRSG 5 heat recovery steam generator
ICRH 5 inter-cooled re-heat

IC 5 inter-cooler
LHV 5 lower heating value
LPC 5 low pressure compressor
LPT 5 low pressure turbine
REC 5 recuperator

MSCF 5 1000 standard cubic foot
VAP 5 vaporizer
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Gas Turbine Field Performance
Determination: Sources of
Uncertainties
This paper presents an analysis of the uncertainties in the determination of gas turbine
health, which arise by using a method of gas path analysis. This method uses field
measurements to estimate, through a mathematical model of the gas turbine thermody-
namic cycle, the characteristic geometric and performance parameters, which are indices
of gas turbine health. The investigated sources of uncertainties are the influence of mea-
surement accuracy and the a priori selection of the characteristic parameters that have to
be considered constant during the calculation. This fact implies that variations occurring
on these parameters in the actual gas turbine cause an estimation error on the charac-
teristic parameters used as problem variables. The analysis leads to the selection of the
appropriate measurements to be used in the gas turbine health determination and to the
identification of both the most critical measurements and parameters.
@DOI: 10.1115/1.1413464#

Introduction
Gas turbines often have a critical task in industrial applications.

Therefore, any unscheduled maintenance or outages can induce
great additional costs and lost revenues. These costs are not only
caused by maintenance or repairs but also by the standstill of
industrial production. For this reason, in many critical applica-
tions, standby gas turbines are installed but used only during
emergency; thus, a more considerable investment is needed.

The maximization of machine availability, optimizing its man-
agement and maintenance, can substantially reduce money loss
due to gas turbine stops.

To achieve an increase of gas turbine availability, up-to-date
knowledge of the gas turbine operating state is required to diag-
nose the causes of performance degradation~@1#!. So, it is possible
to plan in advance maintenance stops and, in some cases, to
change the gas turbine control logic to adapt it to the actual ma-
chine operating state.

Among the various techniques that can be used for the deter-
mination of the gas turbine operating state, the gas path analysis
often permits the achievement of good results. This method uses
field measurements to estimate, through a mathematical model of
the gas turbine thermodynamic cycle, the characteristic geometric
and performance parameters~i.e., characteristic flow passage ar-
eas and efficiencies of the compressor and turbine, combustor
efficiency, pressure drops in the gas path, etc!. The calculation of
the characteristic parameters is performed by solving in inverse
mode linear or nonlinear models of the gas turbine thermody-
namic cycle~@2–8#!.

Bettocchi and Spina@8# developed a method based on gas path
analysis that make use of the program for gas turbine cycle cal-
culation and of the measurements taken from the standard ma-
chine instrumentation. The gas turbine operating condition analy-
sis is performed adapting the characteristic geometric and
performance parameters, used as inputs by the cycle program,
until the real measurements are reproduced. The method can use,
for the gas turbine cycle calculation, either an in-house program
or a cycle deck developed by the manufacturer.

The determination of the operating state with this method could
be uncertain because of some factors, such as

• measurement accuracy
• a priori selection of the geometric and performance charac-

teristic parameters that have to be investigated.

This a priori selection is necessary because the particular
method used permits the evaluation of a number of characteristic
parameters equal to the number of available gas path measure-
ments. So, some characteristic parameters have to be considered
constant during the calculation. The second source of uncertainty
becomes now evident if it is considered that the characteristic
parameters kept constant may be changing in the actual machine
due to deterioration or faults.

It has been shown~@2,7,9#! that when using techniques for the
determination of gas turbine operating state, the uncertainties
listed above play a significant role. In fact, these uncertainties may
alter the estimated parameter as much as the alteration due to an
actual loss in gas turbine performance.

In this paper, an analysis of the influence of measurement ac-
curacy and a priori fixed parameter variations on the estimated
parameters for gas turbine health determination is presented. This
analysis can lead to~i! the selection of the appropriate measure-
ments to be used in the operating state determination, and~ii ! the
identification of both the most critical measurements and param-
eters.

Evaluation of the Influence of Uncertainties
The gas turbine health determination requires the evaluation of

the actual values of characteristic geometric and performance pa-
rameters, which are indices of the machine operating state. The
comparison between the actual parameter values and the ones in
the ‘‘new and clean’’ conditions allows the evaluation of the shifts
between the actual gas turbine operating state and the expected
one.

The evaluation of the characteristic parameters is performed
utilizing the method developed by Bettocchi and Spina@8#, which
uses the program for gas turbine cycle calculation and the mea-
surements taken by means of the standard machine instrumenta-
tion. The gas turbine operating condition analysis is performed
‘‘adapting’’ the characteristic geometric and performance param-
eters used as inputs by the cycle program, until the computed
estimates of the measurable parameters agree with the values

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
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measured on the gas turbine. The analysis of the variations be-
tween computed and expected values of the characteristic param-
eters allows the localization of inefficient operations due to dete-
rioration and faults.

The measurable parametersQm computed by the cycle program
are a function of the nondimensional machine characteristic pa-
rameters~X! and of the parameters that unequivocally determine
the actual point at which the gas turbine is operating (QWP):

Qm5f~X,QWP! (1)

where f is a nonlinear function that represents the mathematical
model of the system. Inverting Eq.~1!, it is possible to calculate
the characteristic parameters starting from the measurements, that
is

X5f21~Qm ,QWP!. (2)

This calculation is performed by solving the system of equa-
tions obtained by equating to zero the residual between the values
measured on the machine and computed by the cycle program.
The solution algorithm repeatedly calls the cycle program and
modifies the characteristic parametersX until the system of equa-
tions is satisfied~@8#!.

It is possible to notice that the measurement accuracy affects
the solution of Eq.~2!, resulting in an uncertain determination of
parametersX. Moreover, there could be another source of uncer-
tainty. It has been seen in a previous paper~@8#! that the number
and type of gas turbine characteristic parameters which can be
determined, depend on the number and type of the available mea-
surements. In particular, the number of characteristic parameters
which can be determined is generally equal to the number of
available measurements, without considering theQWP measure-
ments, which are used for defining the machine working point.
Excluding the latter, the standard instrumentation of a gas turbine
permits few gas path measurements~maximum six to eight!. So, if
the number of the characteristic parameters to be estimated is
greater than the available measurements, some of them have to be
kept constant. If we split the vectorX representing the parameters
into two parts, a constant one (X f) and a variable one (Xv), Eq.
~2! can be written

Xv5f21~Qm ,QWP ,X f !. (3)

As can be seen from Eq.~3!, a variation due to aging or dete-
rioration that occurs on a characteristic parameter which was con-
sidered as a fixed parameter, causes an estimation error on the
characteristic parameters that have to be estimated.

Finally, two sources of uncertainty are recognized: the first de-
riving from measurement uncertainty due to the bias and precision
errors of the sensors and the second caused by the reduced num-
ber of available measurements that force some parameters, which
otherwise may vary, to be kept constant.

The calculation procedures of the influence of the two sources
of uncertainty on the estimated parameters are dealt with sepa-
rately.

Measurement Accuracy. The procedure for determining the
influence of theith measurement accuracy on thejth parameter is
presented.

Let Xj be the parameter for which we want to calculate the
influence of a given measurementQmi . If this measurement is
altered by a small percentage amount«

Qmi* 5Qmi1« (4)

it is possible to evaluate the variationdQmi of the ith measure-
ment as

dQmi5Qmi* 2Qmi . (5)

Applying Eq.~3! for the parameter considered, the following is
obtained:

Xj* 5 f j
21~Qml , . . . ,Qmi* , . . . ,Qmn ,QWP ,X f !. (6)

Finally, the sensitivity of thejth parameter to theith measure-
ment can be obtained:

dXj5Xj* 2Xj . (7)

In the case in which the measurement accuracy does not coin-
cide with «, the sensitivity can be obtained multiplying the real
accuracy,DQmi , by the ratiodXj /dQmi that represents the nu-
merical partial derivative of thejth parameter on theith measure-
ment:

DXji 5DQmiS dXj

dQmi
D . (8)

This is possible under the hypothesis that the partial derivative
can be considered constant in the range defined byDQmi ~i.e., the
mathematical model of the system can be linearized in the range
defined byDQmi!.

It could be useful to define also a quantity that can represent the
weighting factor of theith measurement on thejth parameter:

WQ ji5
dXj

~dQmi /Qmi!
. (9)

This quantity can give qualitatively and quantitatively informa-
tion on the relationship between thejth parameter and theith
measurement and also give the possibility of evaluating which
measurements exert the strong influence on each parameter, inde-
pendent of sensor accuracy.

Applying this procedure it is also possible to evaluate the influ-
ence of the accuracy of measurements defining the working point.

The total error on the variable parameters deriving from the
uncertainties on all the measurements are estimated using the
root-sum-square formula~RSS!, that can be written

DXj5A(
i 51

n S DQmi

dXj

dQmi
D 2

1(
i 51

t S DQWPi

dXj

dQWPi
D 2

,

j 51, . . . ,s. (10)

Error Due to Fixed Parameters. In this case the procedure
is slightly different from the previous. In fact, having split theX
vector into two parts, from Eq.~1! results

Qm5f~Xv ,X f ,QWP!. (11)

Now, altering of a small amount one of the fixed parameterX f ,
a set of calculated measurements corresponding to the variation of
the considered parameter is obtained from Eq.~11!. Then, using
Eq. ~3!, it is possible to evaluate how the algorithm interprets the
change of the fixed parameter in terms of the estimated ones. Also
in this case it is possible to define the weighting factor of theith
fixed parameter on thejth variable parameter through the relation

WX ji5
~dXv! j

~dXf /Xf ! i
. (12)

The variation of thejth parameter is then

DXji 5WX ji S DXf

Xf
D

i

. (13)

Application of the Method
The analysis of error propagation due to the uncertainties de-

scribed above was applied to a model of a 10 MW two shaft
heavy-duty industrial gas turbine with variable power turbine
nozzle.

For this machine configuration, three independent operating pa-
rameters, in addition to the boundary conditionspa , Ta andRH,
are needed to unequivocally determine the actual point at which
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the gas turbine is operating: in the analysis performed below, the
measured values of the gas generator (Ngg) and power turbine
(Npt) rotational speeds and of the shaft power (Ppt) were used.
All these measurements (QWP) define the working point of the
machine.

The standard instrumentation of a gas turbine generally allows
five or six measurements, in addition to the ones already used for
defining the working point. These measurements (Qm) are used to
calculate the characteristic parameters which define the operating
state of the gas turbine. The measurements which were considered
to be available for calculating the characteristic parameters are:
the pressure and temperature at the compressor outlet (poc ,Toc),
the fuel mass flow rate (M f), the turbine outlet temperature (Tot),
the variable turbine nozzle angular position (VN), and the pres-
sure (pogg) at the gas generator outlet. Figure 1 shows the layout
of the gas turbine with the measurements considered.

The characteristic parameters, which were considered as indices
of gas turbine health, are the compressor and turbines mass flow
functions and efficiencies, the combustor efficiency and pressure
drop and the leaking and cooling mass flow rates.

Two sets of calculations were performed:

1 First, the case in which six measurements are available for
the determination of gas turbine operating state was considered.
The influence on the estimated parameters of the accuracy of all
measurements was calculated. The assumed values of measure-
ment errors are listed in Table 1. These values were chosen with
respect to the ISO 2314 International Standard@10# and consider-
ing that the measurements were taken on the field with the stan-
dard instrumentation of the machine during normal operation and
not when conducting an acceptance test~@11#!. For this reason
some errors were considered higher than that reported in the ISO

2314. As estimated parameters, the six most important indices for
the gas turbine health determination were chosen; they are the
efficiency and the mass flow function of the compressor (hc ,mc),
the efficiency and the mass flow function of the gas generator
turbine (hggt ,mggt) and the efficiency and the mass flow function
of the power turbine (hpt ,mpt) ~@8,9#!. The influence on the esti-
mated parameters of a one percent variation of the remaining pa-
rametershcc , Dpcc and of the cooling mass flow rate having the
highest influence on the thermodynamic cycle (M cool) was then
evaluated.

2 Secondly, the case in which the pressure at the gas generator
outlet (pogg) is not available was considered. This measurement is
not usually present in a practical situation. In this case, one more
parameter must be fixed. Two different situations were then con-
sidered, in which the additional fixed parameter was alternatively
the efficiency (hpt) and the mass flow function of the power tur-
bine (mpt). So, in addition to the same calculation performed for
the first case, the influence on the estimated parameters of a one
percent variation of these two parameters was considered.

Results and Discussion
The results of the calculations related to different sets of mea-

surements are described below.

Case 1—Six Measurements. The influence of measurement
accuracy was first considered. In addition to the measurements
necessary to define the working point (Ngg ,Npt ,Ppt ,pa ,
Ta ,RH), the whole set ofQm measurements (poc ,Toc ,pogg ,
Tot ,VN,M f) reported above was considered to be available. As a
consequence, six of the nine characteristic parameters were con-
sidered as problem variables (hc ,hggt ,hpt ,mc ,mggt ,mpt) and the
other three as fixed (hcc ,Dpcc ,M cool).

In Fig. 2, the error on the estimated parameters due to the error
on the 12 measurements~Qm and QWP! is presented. As can be
seen, the flow functions are the parameters most sensitive to mea-
surement accuracy. The maximum error calculated with the RSS
formula is of about three percent. It can be noticed also that, while
the flow functions exhibit a comparable amount of error among
them, the power turbine efficiency error is much higher than the
errors on the compressor and gas generator turbine efficiencies.

The reason for this can be deduced from the analysis of Figs. 3
and 4, where the absolute values of the weights ofQm andQWP
measurements on the six estimated parameters are reported. Here
it is possible to see how each measurement affects the estimation
of each parameter. Analyzing these figures and observing Table 1,
it is possible to notice that

• the outlet compressor temperature affects remarkably the es-
timation of the compressor and the gas generator efficiency, while
the ambient temperature affects all the estimated parameters and

Fig. 1 Layout of the gas turbine with the measurements
considered

Fig. 2 Error on the estimated parameters due to the error on
the measurements Qm and QWP „Case 1a…

Table 1 Typical measurement errors in percent of the refer-
ence value and reference values

Measured
Quantities

Measurement Errors
~percent of reference value! Reference Values

pa 0.10 101.3~kPa!
Ta

1 0.35 288~K!
RH 3.00 60 %
poc 0.40 1439.9~kPa!

Toc
1 0.50 669.1~K!

pogg 0.40 306.0~kPa!
Tot

1 0.60 712.6~K!
M f 2.00 0.645~kg/s!
VN 1.00 1.127 area ratio
Pot 0.50 10000~kW!
Ngg 0.25 10800~rpm!
Npt 0.25 7900~rpm!

1Percent values of temperature measurements correspond to an error of61K, 63K,
and64K on Ta, Toc, andTot, respectively.
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particularly the compressor flow function. These two measure-
ments, however, present a good accuracy: Their contribution
to the error evaluated with the RSS formula is only of limited
relevance.

• the exhaust gas temperature and the fuel mass flow rate in-
fluence the estimation of all the parameters, excluding the com-
pressor efficiency. But, while the first contributes only a little to
the parameter total errors thanks to the good accuracyDQm of its
measuring sensor~see Table 1!, the second affects remarkably the
total errors, since the accuracy of its measuring sensor is very low.
In particular, focusing on gas generator and power turbine effi-
ciencies, it can be noticed from Fig 3 thathggt is less influenced
than hpt by the fuel flow measurement. This can be regarded as
the main reason of the remarkable difference between the estima-
tion errors on these two parameters~Fig. 2!.

The influence on the estimated variable parameters of a varia-
tion that may occur on one of the three fixed parametershcc ,
Dpcc , and M cool was considered. Figure 5 shows the influence
DXji on the six variable parameters due to a one percent variation.
As can be seen, the combustor efficiency is the only fixed param-
eter that has a relevant influence on the estimation of the variable
parameters. On the contrary, the influence on the estimated vari-
able parameters of one percent variation onDpcc and M cool is
negligible. In particular, the cooling mass flow rate begins to in-
fluence the estimated parameters for variations higher than ten
percent.

Case 2a—Five Measurements„hptÄconst…. In this case, a
reduced set ofQm measurements was considered. In particular, it
was taken into account the case in which the measurement of the

pressure at the gas generator turbine outlet (pogg) was not avail-
able. As a consequence, only five of the nine characteristic param-
eters can be used as problem variables. The choice of the addi-
tional parameter to be fixed is determined by

1 the necessity of having univocally determinate the system of
equations that relate the variable parameters to the available mea-
surements; this defines the set of parameters that can be addition-
ally fixed;

2 the field experience, that determines the parameters having
less probability to be subjected to variation due to aging or dete-
rioration. In this way, fixing a parameter that does not vary fre-
quently, it is possible to considerably reduce the probable error
due to variations on fixed parameters.

For the two-shaft industrial gas turbine considered, among the
parameters determined by the first condition (hggt ,hpt ,mpt), the
efficiency and the mass flow function of the power turbine are the
parameters that are less susceptible to variations.

In this first case, the power turbine efficiency was considered as
the additional fixed parameter.

Figure 6 shows the error on the estimated parameters due to the
error on the 11 measurements~Qm andQWP!. Comparing with the
results shown in Fig. 2~case of sixQm measurements!, it can be
noticed that the lack ofpogg measurement determines a remark-
able increment of the error on the power turbine mass flow func-
tion, while the other parameters remains almost the same as in
Fig. 2. This is mainly due to an increment of the weight of
the fuel flow measurement only on the power turbine mass flow
function.

Fig. 3 Absolute value of the weighting factors of the Qm mea-
surements on the estimated parameters „Case 1…

Fig. 4 Absolute value of the weighting factors of the QWP mea-
surements on the estimated parameters „Case 1…

Fig. 5 Contribution DXji due to a one percent variation on the
fixed parameters hcc , Dp cc , and Mcool „Case 1…

Fig. 6 Error on the estimated parameters due to the error on
the measurements Qm and QWP „Case 2a…
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Figure 7 shows the influence on the estimated variable param-
eters of a one percent variation on the three fixed parameters
considered above (hcc ,Dpcc ,M cool) and on the additional fixed
parameterhpt .

In this case, in addition to the combustor efficiency, also the
power turbine efficiency presents a relevant influence on the esti-
mation of the variable parameters.

Case 2b—Five Measurements„µptÄconst…. This case is
similar to the previous one but the power turbine mass flow func-
tion mpt was considered as additional fixed parameter.

Figure 8 shows the error on the estimated parameters due to the
error on the 11 measurements~Qm and QWP!. Comparing these
results with the case of six measurements available~Case 1!, it
can be noticed that an increment on the total error is recog-
nizable both on the power turbine and gas generator turbine
efficiencies.

Figure 9 shows the influence on the estimated variable param-
eters of a one percent variation on the three fixed parametershcc ,
Dpcc , M cool and on the additional fixed parametermpt . Also in
this case, in addition to the combustor efficiency, the additional
fixed parametermpt is the one which exerts a more relevant influ-
ence on the estimation of the variable parameters.

Comparing the calculations in Cases 2a and 2b, it can be seen
that

• the maximum total error concerns a characteristic parameter
of the power turbine, the mass flow functionmpt in the first
case, and the efficiencyhpt in the second;

• the error onmpt in Case 2a is higher than error onhpt in 2b;

• the influence of the fixed parameterhcc on the estimated
parameters is in Case 2a higher than in Case 2b.

Conclusions
The analysis performed in this paper permitted the evaluation

of the influence of measurement accuracy and a priori fixed pa-
rameter variations on the estimated characteristic parameters. The
measurement accuracy was considered in the range of a typical
industrial instrumentation.

This analysis shows that the error on the estimated parameters
due to these uncertainties can hide a real variation of the charac-
teristic parameter due to actual component deterioration or faults.
When six measurements are available for the determination of the
gas turbine operating state, the maximum total errors on the esti-
mated parameters due toQm and QWP measurement accuracy
~evaluated with the RSS formula! are close to three percent. Fur-
ther, the combustor efficiency is the only fixed parameter that has
a relevant influence on the variable parameter estimation. Then,
the effect on the estimation error of a reduced set of available
measurements was analyzed.

The calculations performed put into light that the lack ofpogg
measurement results in an increase of the estimation error on the
gas generator efficiency and on one between the power turbine
efficiency and the power turbine mass flow function, depending
on the additional fixed parameter. Moreover, there is a significant
influence of the additional fixed parameter on the variable param-
eter estimation. Finally, in the case of five measurements avail-
able, with respect to the total errors, it seems more convenient to
fix the mass flow function instead of the efficiency of the power
turbine.

The present analysis shows the criticality of two measurements:
the exhaust gas temperature and the fuel mass flow rate. But,
while the former does not affect remarkably the total error due to
the good accuracy of the sensor, the latter has the highest influ-
ence on all the parameter estimations. The reason for this can be
seen in the high uncertainty of its determination.

A remarkable improvement in the diagnostic reliability can be
reached increasing the accuracy of a critical measurement such as
the fuel mass flow rate and augmenting the number of available
measurements. Further, improvements in the obtained results may
be reached considering that gas path analysis method for gas tur-
bine health determination is based on the evaluation of the shifts
between computed and reference values of characteristic param-
eters. Therefore, the evaluation of the reference values on each
particular gas turbine unit~custom baseline! allows the reduction,
or the elimination, of the bias error. In this manner, only the
precision error, remains to influence the estimation of desired
parameters.

Fig. 7 Contribution DXji due to a one percent variation on the
fixed parameters hcc , Dp cc , Mcool , and hpt „Case 2a…

Fig. 8 Error on the estimated parameters due to the error on
the measurements Qm and QWP „Case 2b …

Fig. 9 Contribution DXji due to a one percent variation on the
fixed parameters hcc , Dp cc , Mcool , and mpt „Case 2b …
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Nomenclature

cp 5 specific heat at constant pressure
cv 5 specific heat at constant volume
k 5 cp /cv

M 5 mass flow rate
N 5 rotational speed
n 5 number of gas path measurements
P 5 power
p 5 pressure

Qm 5 vector of measured parameters
QWP 5 vector of measurements necessary to define the work-

ing point
R 5 gas constant

RH 5 relative humidity
s 5 number of characteristic parameters
t 5 number of working point measurements

T 5 temperature
VN 5 variable nozzle angular position

WQ ji 5 weight of theith measure on thejth parameter
WX ji 5 weight of theith fixed parameter on thejth variable

parameter
X 5 vector of nondimensional characteristic parameters
« 5 small measurement perturbation
h 5 efficiency
m 5 MAkRT/p mass flow function

Subscripts and Superscripts

* 5 altered measurement/parameter
a 5 ambient
c 5 compressor

cc 5 combustor
cool 5 cooling

f 5 fuel, fixed parameter

gg 5 gas generator
i 5 inlet section
o 5 outlet section

ot 5 power turbine outlet section
pt 5 power turbine

t 5 turbine
v 5 variable parameter

Acronyms

C 5 compressor
CC 5 combustor

GGT 5 gas generator turbine
PT 5 power turbine
U 5 user
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Effect of Crystal Orientation on
Fatigue Failure of Single Crystal
Nickel Base Turbine Blade
Superalloys
High cycle fatigue (HCF) induced failures in aircraft gas turbine and rocket engine
turbopump blades is a pervasive problem. Single crystal nickel turbine blades are being
utilized in rocket engine turbopumps and jet engines throughout industry because of their
superior creep, stress rupture, melt resistance, and thermomechanical fatigue capabilities
over polycrystalline alloys. Currently the most widely used single crystal turbine blade
superalloys are PWA 1480/1493, PWA 1484, RENE’ N-5 and CMSX-4. These alloys play
an important role in commercial, military and space propulsion systems. Single crystal
materials have highly orthotropic properties making the position of the crystal lattice
relative to the part geometry a significant factor in the overall analysis. The failure modes
of single crystal turbine blades are complicated to predict due to the material orthotropy
and variations in crystal orientations. Fatigue life estimation of single crystal turbine
blades represents an important aspect of durability assessment. It is therefore of practical
interest to develop effective fatigue failure criteria for single crystal nickel alloys and to
investigate the effects of variation of primary and secondary crystal orientation on fatigue
life. A fatigue failure criterion based on the maximum shear stress amplitude [Dtmax] on
the 24 octahedral and 6 cube slip systems, is presented for single crystal nickel superal-
loys (FCC crystal). This criterion reduces the scatter in uniaxial LCF test data consider-
ably for PWA 1493 at 1200°F in air. Additionally, single crystal turbine blades used in the
alternate advanced high-pressure fuel turbopump (AHPFTP/AT) are modeled using a
large-scale three-dimensional finite element model. This finite element model is capable of
accounting for material orthotrophy and variation in primary and secondary crystal
orientation. Effects of variation in crystal orientation on blade stress response are studied
based on 297 finite element model runs. Fatigue lives at critical points in the blade are
computed using finite element stress results and the failure criterion developed. Stress
analysis results in the blade attachment region are also presented. Results presented
demonstrates that control of secondary and primary crystallographic orientation has the
potential to significantly increase a component’s resistance to fatigue crack growth with-
out adding additional weight or cost.@DOI: 10.1115/1.1413767#

1 Introduction
High cycle fatigue~HCF! induced failures in aircraft gas tur-

bine engines is a pervasive problem affecting a wide range of
components and materials. HCF is currently the primary cause of
component failures in gas turbine aircraft engines~@1#!. Turbine
blades in high performance aircraft and rocket engines are in-
creasingly being made of single crystal nickel superalloys. Single
crystal nickel base superalloys were developed to provide superior
creep, stress rupture, melt resistance, and thermomechanical fa-
tigue capabilities over polycrystalline alloys previously used in
the production of turbine blades and vanes. Currently the most
widely used single crystal turbine blade superalloys are PWA
1480/1493 and PWA 1484. These alloys play an important role in
commercial, military and space propulsion systems. PWA 1493,
identical to PWA 1480, but with tighter chemical constituent con-
trol, is used in the NASA SSME alternate turbopump, a liquid
hydrogen fueled rocket engine.

Single crystal materials differ significantly from polycrystalline

alloys in that they have highly orthotropic properties making the
position of the crystal lattice relative to the part geometry a sig-
nificant factor in the overall analysis~@2#!. The modified Good-
man approach currently used for component design does not ad-
dress important factors that affect HCF such as fretting and/or
galling surface damage, and interaction with LCF~@1#!. Rocket
engine service presents another set of requirements that shifts em-
phasis to low temperature fatigue and fracture capability with par-
ticular attention given to thermal, cryogenic and high pressure
hydrogen gas exposure~@3#!. To address HCF induced component
failures, the gas turbine industry, NASA, the U.S. Air Force, and
the U.S. Navy have made significant efforts in understanding fa-
tigue in single crystal turbine blade superalloys. Understanding
fatigue initiation, threshold, and Region II fatigue crack growth
are of primary importance and there is great need for improve-
ments in fracture mechanics properties of turbine blade alloys.
While a large amount of data has been collected there currently
exists no simple method for applying this knowledge toward the
design of more robust single crystal gas turbine engine compo-
nents. It is therefore essential to develop failure criteria for single
crystals, based on available fatigue and fracture test data that will
permit a designer to utilize the lessons learned.

Objectives for this paper are motivated by the need for devel-
oping failure criteria and fatigue life evaluation procedures for
high-temperature single crystal components, using available fa-
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ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
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8–11, 2000; Paper 00-GT-334. Manuscript received by IGTI November 1999; final
revision received by ASME Headquarters February 2000. Associate Editor: D. R.
Ballal.

Journal of Engineering for Gas Turbines and Power JANUARY 2002, Vol. 124 Õ 161
Copyright © 2002 by ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tigue data and finite element modeling of turbine blades. Fatigue
failure criteria are developed for single crystal material by suit-
ably modifying failure criteria for polycrystalline material. The
proposed criteria are applied for uniaxial LCF test data, to deter-
mine the most effective failure parameter. A fatigue life equation
is developed based on the curve fit of the failure parameter with
LCF test data. Single crystal turbine blades used in the alternate
advanced high-pressure fuel turbopump~AHPFTP/AT! are mod-
eled using a large-scale three dimensional finite element model
capable of accounting for material orthotrophy and variation in
primary and secondary crystal orientation. Using the finite ele-
ment stress analysis results and the fatigue life relations devel-
oped, the effect of variation of primary and secondary crystal
orientations on life is determined, at critical blade locations. The
most advantageous crystal orientation for a given blade design is
determined. Results presented demonstrates that control of sec-
ondary and primary crystallographic orientation has the potential
to optimize blade design by increasing its resistance to fatigue
crack growth without adding additional weight or cost.

2 Crystal Orientation
Nickel-based single crystal superalloys are precipitation

strengthened cast mono grain superalloys based on the Ni-Cr-Al
system. The microstructure consists of approximately 60 percent
to 70 percent by volume ofg8 precipitates in ag matrix. Theg8
precipitate, based on the intermetallic compound Ni3Al, is the
strengthening phase in nickel-base superalloys and is a face cen-
tered cubic ~FCC! structure. Theg8 precipitate is suspended
within theg matrix, which is also of FCC structure and comprised
of nickel with cobalt, chromium, tungsten and tantalum in solu-
tion. Single crystal superalloys have highly orthotropic material
properties that vary significantly with direction relative to the
crystal lattice. Primary crystallographic orientation of a turbine
blade, commonly referred to asa, is defined as the relative angle
between the airfoil stacking line and the^001& direction, as shown
in Fig. 1. Current manufacturing capability permits control ofa to
within 5 deg of the stacking line. Secondary orientationb defines
the angle of thê100& orientation relative to the blade geometry. In
most turbine blade castings the secondary orientationb is neither
specified nor controlled during the manufacturing process. Theb
orientation for a given blade casting therefore becomes a random
variable. Usually, however, theb orientation for each blade is
recorded after the casting process is complete.

3 Fatigue in Single Crystal Nickel Superalloys
Slip in metal crystals often occurs on planes of high atomic

density in closely packed directions. The four octahedral planes
corresponding to the high-density planes in the FCC crystal are
shown in Fig. 2. The four octahedral slip planes have three pri-
mary slip directions~easy-slip! resulting in 12 independent pri-

mary^110& $111% slip systems. The four octahedral slip planes also
have three secondary slip directions resulting in 12 independent
secondarŷ112& $111% slip systems. Thus there are 12 primary and
12 secondary slip systems associated with the four octahedral
planes~@4#!. In addition, the three cube slip planes have two slip
directions resulting in six independent^110& $100% cube slip sys-
tems, as shown in Fig. 3. Deformation mechanisms operative in

Fig. 1 Convention for defining crystal orientation in turbine
blades „†2‡…

Fig. 2 Primary „close-packed … and secondary „non-close-
packed … slip directions on the octahedral planes for a FCC
crystal „†4‡…
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PWA 1480/1493 are divided into three-temperature regions~@5#!.
In the low-temperature regime~26°C to 427°C, 79°F to 800°F!
the principal deformation mechanism is by~111!/^110& slip, and
hence fractures produced at these temperatures exhibit~111! fac-
ets. Above 427°C~800°F! thermally activated cube cross slip is
observed which is manifested by an increasing yield strength up to
871°C~1600°F! and a proportionate increase in~111! dislocations
that have cross slipped to~001! planes. Thus nickel-based FCC
single crystal superalloys slip primarily on the octahedral and
cube planes in specific slip directions. At low temperature and
stress conditions crystallographic initiation appears to be the most
prevalent mode. This mode warrants special consideration since
this mode of cracking has been observed in many turbine blade
failures ~@3#!. The operative deformation mechanism has a strong
influence on the nature of fracture. As a result of the two phase
microstructure present in single crystal nickel alloys a complex set
of fracture mode exists based on the dislocation motion in the
matrix ~g! and precipitate phase (g8). Telesman and Ghosn~@6#!
have observed the transition of fracture mode as a function of
stress intensity~K! in PWA 1480 at room temperature. Deluca and
Cowles ~@7#! have observed the fracture mode transition that is
environmentally dependent.

Fatigue life estimation of single crystal blade components rep-
resents an important aspect of durability assessment. Turbine
blade material is subjected to large mean stresses from the cen-
trifugal stress field. High-frequency alternating fatigue stresses are
a function of the vibratory characteristics of the blade. Any fatigue
failure criteria chosen must have the ability to account for high
mean stress effects. Towards identifying fatigue failure criteria for
single crystal material we consider four fatigue failure theories
used for polycrystalline material subjected to multiaxial states of
fatigue stress. Kandil et al.@8# presented a shear and normal strain
based model, shown in Eq.~1!, based on the critical plane ap-
proach which postulates that cracks initiate and grow on certain
planes and that the normal strains to those planes assist in the
fatigue crack growth process. In Eq.~1! gmax is the max shear
strain on the critical plane,«n the normal strain on the same plane,
S is a constant, andN is the cycles to initiation.

gmax1S«n5 f ~N!. (1)

Socie et al.@9# presented a modified version of this theory
shown in Eq.~2!, to include mean stress effects. Here the maxi-
mum shear strain amplitude~Dg! is modified by the normal strain
amplitude~D«! and the mean stress normal to the maximum shear
strain amplitude (sno).

Dg

2
1

D«n

2
1

sno

E
5 f ~N! (2)

Fatemi and Socie@10# have presented an alternate shear based
model for multiaxial mean-stress loading that exhibits substantial
out-of-phase hardening, shown in Eq.~3!. This model indicates
that no shear direction crack growth occurs if there is no shear
alternation.

Dg

2 S 11k
sn

max

sy
D 5 f ~N! (3)

Smith et al.~@11#! proposed a uniaxial parameter to account for
mean stress effects which was modified for multiaxial loading,
shown in Eq.~4!, by Bannantine and Socie~@12#!. Here the maxi-
mum principal strain amplitude is modified by the maximum
stress in the direction of maximum principal strain amplitude that
occurs over one cycle.

D«1

2
~smax!5 f ~N! (4)

4 Application of Failure Criteria to Uniaxial LCF Test
Data

The polycrystalline failure parameters described by Eqs.~1!–
~4! will be applied for single crystal uniaxial strain controlled LCF
test data. Transformation of the stress and strain tensors between
the material and specimen coordinate systems~Fig. 4! is necessary
for implementing the failure theories outlined. The components of
stresses and strains in the (x8,y8,z8) system in terms of the~x, y,
z! system is given by~@13#!

$s8%5@Q8#$s%; $«8%5@Q«8#$«% (5)

$s%5@Q8#21$s8%5@Q#$s8%

$«%5@Q«8#21$«8%5@Q«#$«8% (6)

where

Fig. 3 Cube slip planes and slip directions for a FCC crystal
„†4‡…
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@Q#53
a1
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2 a3
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b1
2 b2

2 b3
2 2b3b2 2b1b3 2b1b1

g1
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2 2g3g2 2g1g3 2g2g1

b1g1 b2g2 b3g3 b2g31b3g2 b1g31b3g1 b1g21b2g1

g1a1 g2a2 g3a3 g2a31g3a2 g1a31g3a1 g1a21g2a1

a1b1 a2b2 a3b3 a2b31a3b2 a1b31a3b1 a1b21a2b1

4 (8)

and

@Q«#53
a1

2 a2
2 a3

2 a3a2 a1a3 a2a1

b1
2 b2

2 b3
2 b3b2 b1b3 b2b1

g1
2 g2

2 g3
2 g3g2 g1g3 g2g1

2b1g1 2b2g2 2b3g3 b2g31b3g2 b1g31b3g1 b1g21b2g1

2g1a1 2g2a2 2g3a3 g2a31g3a2 g1a31g3a1 g1a21g2a1

2a1b1 2a2b2 2a3b3 a2b31a3b2 a1b31a3b1 a1b21a2b1

4 . (9)

Table 1 shows the direction cosines between the~x, y, z! and
(x8,y8,z8) coordinate axes. The transformation matrix@Q# is or-
thogonal and hence@Q#215@Q#T5@Q8#. The generalized
Hooke’s law for a homogeneous anisotropic body in Cartesian
coordinates~x, y, z! is given by Eq.~10! ~@13#!

$«%5 bai j c$s% (10)

@ai j # is the matrix of 36 elastic coefficients, of which only 21 are
independent, since@ai j #5@aj i #. The elastic properties of FCC
crystals exhibit cubic symmetry, also described as cubic syngony.
Materials with cubic symmetry have only three independent elas-
tic constants designated as the elastic modulus, shear modulus,
and Poisson ratio~@4#! and hence@ai j # has only three independent
elastic constants, as given below.

@ai j #53
a11 a12 a12 0 0 0

a12 a11 a12 0 0 0

a12 a12 a11 0 0 0

0 0 0 a44 0 0

0 0 0 0 a44 0

0 0 0 0 0 a44

4 (11)

The elastic constants are

a115
1

Exx
, a445

1

Gyz
, a1252

nyx

Exx
52

nxy

Eyy
. (12)

The elastic constants in the generalized Hooke’s law of an an-
isotropic body,@ai j #, vary with the direction of the coordinate
axes. In the case of an isotropic body the constants are invariant in
any orthogonal coordinate system. The elastic constant matrix
@ai j8 # in the (x8,y8,z8) coordinate system that relates$«8% and
$s8% is given by the following transformation~@13#!.

@ai j8 #5@Q#T@ai j #@Q#

5 (
m51

6

(
n51

6

amnQmiQn j ~ i , j 51,2, . . . . . . ,6!. (13)

Shear stresses in the 30 slip systems shown in Figs. 1 and 2 are
denoted byt1,t2, . . . ,t30. The shear stresses on the 24 octahedral
slip systems are~@4#!

Fig. 4 Material „x ,y ,z… and specimen „x 8,y 8,z8… coordinate
systems

Table 1 Direction cosines
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(15)

and the shear stresses on the six cube slip systems are

5
t25

t26

t27

t28

t29

t30

6 5
1

& 3
0 0 0 1 1 0

0 0 0 1 21 0

0 0 0 1 0 1

0 0 0 1 0 21

0 0 0 0 1 1

0 0 0 0 21 1

4 5
sxx

syy

szz

sxy

szx

syz

6 . (16)

Shear strains~engineering! on the 30 slip systems are calculated
using similar kinematic relations.

As an example problem we consider a uniaxial test specimen
loaded in the@213# direction ~chosen as thex8-axis in Fig. 4!
under strain control. The applied strain for the specimen is 1.212
percent. We wish to calculate the stresses and strains in the mate-
rial coordinate system and the shear stresses on the 30 slip sys-
tems. Thex8-axis is aligned along the@213# direction. The re-
quired direction cosines are shown in Table 2. The stress-strain
relationship in the specimen coordinate system is given by

$«8%5 bai j8 c$s8%. (17)

The @ai j8 # matrix is calculated using Eq.~13! as

bai j8 c53
3.537E28 22.644E29 21.986E28 5.209E29 1.405E28 1.878E28

22.644E29 3.975E28 22.423E28 25.61E29 1.297E28 22.023E28

21.986E28 22.423E28 5.696E28 4.007E210 22.703E28 1.445E29

5.209E29 25.61E29 4.007E210 7.089E28 2.889E29 2.595E28

1.405E28 1.297E28 22.703E28 2.889E29 8.838E28 1.042E28

1.878E28 22.023E28 1.445E29 2.595E28 1.042E28 1.572E27

4 (18)

Since sx8 is the only nonzero stress in the specimen coordinate
system, we have

sx85
«x8

a118
5

0.01212

3.537E28
5342,663 psi. (19)

Knowing $s8% we can now calculate$«8% as

$«8%55
«x8

«y8

«z8

gyz8

gzx8

gxy8

6 5@ai j8 #5
342,663

0
0
0
0
0

6 55
0.01212

29.059E24
26.805E23
1.785E23
4.815E23
6.435E23

6 .

(20)

The stresses and strains in the material coordinate system can
be calculated using Eqs.~6! as

5
«x

«y

«z

gyz

gzx

gxy

6 55
21.43E25
26.693E23

0.011
4.676E23
9.353E23
3.118E23

6 , 5
sx

sy

sz

tyz

tzx

txy

6 55
9.789E14
2.447E14
2.203E15
7.342E14
1.468E15
4.895E14

6 .

(21)

The shear stresses on the 30 slip planes are calculated using
Eqs.~15!–~16! as

Table 2 Direction cosines

Journal of Engineering for Gas Turbines and Power JANUARY 2002, Vol. 124 Õ 165

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



¦

t1

t2

t3

t4

t5

t6

t7

t8

t9

t10

t11

t12

§
5

¦

25.995E14
1.199E15
5.995E15
3.996E14

21.199E15
21.599E15
25.995E14
23.996E14
29.991E14

0
0
0

§
,

¦

t13

t14

t15

t16

t17

t18

t19

t20

t21

t22

t23

t24

§
5

¦

21.038E15
0

1.038E15
21.615E15
1.154E15
4.615E14
8.076E14

29.229E14
1.154E14

0
0

§

(22a)

5
t25

t26

t27

t28

t29

t30

6 55
1.384E15

26.922E14
8.652E14
21.73E14
1.557E15

25.191E14
6 . (22b)

The engineering shear strains on the 30 slip planes are
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The normal stresses and strains on the principal and secondary
octahedral planes are

H s1
n

s2
n

s3
n

s4
n
J 5H 293,700

130,500
32,630

0
J , H «1

n

«2
n

«3
n

«4
n
J 5H 0.007185

0.001989
20.001128
20.002167

J .

(24)

Fig. 5 Strain range versus cycles to failure for LCF test data „PWA 1493 at 1200°F …

Table 3 Strain-controlled LCF test data for PWA1493 at 1200°F
for four specimen orientations
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The normal stresses and strains on the cube slip planes are
simply the normal stresses and strains in the material coordinate
system along~100!, ~010!, and~001! axes. This procedure is used
to compute normal and shear stresses and strains in the material
coordinate system, for uniaxial test specimens loaded in strain
control, in different orientations.

Strain controlled LCF tests conducted at 1200°F in air for
PWA1480/1493 uniaxial smooth specimens, for four different ori-
entations, is shown in Table 3. The four specimen orientations are
^001& ~five data points!, ^111& ~seven data points!, ^213& ~four data
points!, and^011& ~three data points!, for a total of 19 data points.

Figure 5 shows the plot of strain range versus cycles to failure. A
wide scatter is observed in the data with poor correlation for a
power-law fit. The first step towards applying the failure criteria
discussed earlier is to compute the shear and normal stresses and
strains on all the 30 slip systems, for each data point, for maxi-
mum and minimum test strain values, as outlined in the example
problem. The maximum shear stress and strain for each data point,
for min and max test strain values, is selected from the 30 values
corresponding to the 30 slip systems. The maximum normal stress
and strain value on the planes where the shear stress is maximum
is also noted. These values are tabulated in Table 4. Both the
maximum shear stress and maximum shear strain occur on the
same slip system, for the four different configurations examined.
For the ^001& and ^011& configurations the max shear stress and
strain occur on the secondary slip system~t14, g14 and t15, g15

respectively!. The slip direction fort14 is @2 21 21# and for«15

is @21 21 2#. For the^111& and ^213& configurations max shear
stress and strain occur on the cube slip system~t25, g25 andt29,
g29, respectively!. The slip direction fort25 is @ 0 1 1# and fort29

is @1 1 0#. Using Table 4 the composite failure parameters high-
lighted in Eqs.~1!–~4! can be calculated and plotted as a function
of cycles to failure. In addition to the four failure parameters
discussed, some other composite parameters are also plotted as a
function of cycles to failure~N!.

Figures 6–9 show that the four parameters based on polycrys-
talline fatigue failure parameters do not correlate well with the test
data. The application of these parameters for single crystal mate-
rial is somewhat different since they are evaluated on the slip
systems that are thought to be the critical planes. The parameters
that collapse the failure data well and give the best correlation
with a power-law fit are the maximum shear stress amplitude
@Dtmax# shown in Fig. 10, the composite parameter@(Dtmax)
3(Dgmax/2)# shown in Figs. 11 and 12, and the max principal
shear stress amplitude~Tresca theory! shown in Fig. 13. The pa-
rameterDtmax is appealing to use for its simplicity, and its power-
law curve fit is shown in Eq.~25!. It must be remembered that
these curve fits are only valid for 1200°F.

Dtmax5397,758 N20.1598 (25)

One data point forDtmax in Fig. 10 is calculated at 335 ksi,
well above the yield point for the material, and is not very realis-
tic. The problem stems from the fact that testing was conducted
under strain control and specimen load values were not recorded.
The specimen stresses were calculated from measured strain val-
ues based on linear elastic assumptions, as outlined in Section 4.
The peakDtmax values would clearly be lower if effects of inelas-
ticity are accounted for. The correlation for@Dtmax# would also be
better if the stress data above the yield point are corrected for
inelastic effects. Since the deformation mechanisms in single crys-
tals are controlled by the propagation of dislocations driven by
shear the@Dtmax# might indeed be a good fatigue failure param-
eter to use. This parameter must be verified for a wider range of
R-values and specimen orientations, and also at different tempera-
tures and environmental conditions. Equation~25! will be used to
calculate fatigue life at a critical blade tip location for the SSME
turbine blade.

5 Application of Fatigue Failure Criteria to Finite El-
ement Stress Analysis Results of Single Crystal Nickel
Turbine Blades

Turbine blades used in the advanced high-pressure fuel tur-
bopump~AHPFTP! are fabricated from single crystal nickel base
PWA1480/1493 material. Many of these blades have failed during
operation due to the initiation and propagation of fatigue cracks
from an area of high concentrated stress at the blade-tip leading
edge. Inspection of blades from other units in the test program
revealed the presence of similar cracks in the turbine blades. Dur-
ing the course of the investigation an interesting development was

Table 4 Maximum values of shear stress and shear strain on
the slip systems and normal stress and strain values on the
same planes
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brought to light. When the size of the fatigue cracks for the popu-
lation of blades inspected was compared with the secondary crys-
tallographic orientationb a definite relationship was apparent as
shown in Fig. 14~@2,14#!. Secondary orientation does appear to
have some influence over whether a crack will initiate and arrest
or continue to grow until failure of the blade airfoil occurs. Figure

14 reveals that forb5451/215 deg tip cracks arrested after
some growth or did-not initiate at all. This suggests that perhaps
there are preferentialb orientations for which crack growth is
minimized at the blade tip.

In an attempt to understand the effect of crystal orientation on
blade stress response a three-dimensional finite element model

Fig. 6 †gmax¿«n‡ „Eq. „1…… versus N

Fig. 7 †DgÕ2¿D«n Õ2¿sno ÕE‡ „Eq. „2…… versus N
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Fig. 8 †DgÕ2„1¿k „sn
maxÕsy……‡ „Eq. „3…… versus N

Fig. 9 †D«1Õ2„smax
…‡ „Eq. „4…… versus N
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capable of accounting for primary and secondary crystal orienta-
tion variation was constructed. The alternate high pressure fuel
turbo pump~HPFTP/AT! first stage blade ANSYS finite element
model was cut from a large three-dimensional cyclic symmetry
model that includes the first and second stage blades and retainers,

interstage spacer, disk and shaft, and the disk covers~Fig. 15!.
The blade dampers are represented with forces applied to the
blade platforms at the damper contact locations. The models are
geometrically nonlinear due to the contact surfaces between the
separate components. The element type used for the blade mate-

Fig. 10 Shear stress amplitude †Dtmax‡ versus N

Fig. 11 †Dtmax „DgmaxÕ2…‡ versus N
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rial is the ANSYS SOLID45, an eight-noded three-dimensional
solid isoparametric element. Anisotropic material properties are
allowed with this element type. ANSYS aligns the material coor-
dinate system with the element coordinate system.

The effect of crystal orientation on blade stress response was
studied by running 297 separate finite element models to cover the
complete range of primary and secondary crystal orientation
variation. To generate the 297 material coordinate systems used

for this study local coordinate systems were generated and the
element coordinate systems aligned with them@@15##. The material
coordinate system is referenced to the blade casting coordinate
system, shown in Fig. 16. Two angles,D andG, locate the primary
material axis relative to the casting axis, and are shown in Fig. 17
as rotations about the X and Y casting axis. The third angle,b, is
the clocking of the secondary material axis about the primary
material axis, as shown in Fig. 1. Figure 17 and Table 5 show the

Fig. 12 †tmax „DgmaxÕ2…‡ versus N

Fig. 13 DtTresca versus N
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Fig. 14 Secondary crystallographic orientation, b, versus crack depth for the SSME
AHPFTP first stage turbine blade „†2‡…

Fig. 15 Three-dimensional ANSYS model of HPFTP ÕAT rotating turbine components
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distribution of the 297 different material coordinate systems
within the allowed 15-deg maximum deviation from the casting
axis. The secondary repeats after 90 deg, so only 0 to 80 deg
needs to be modeled.

The load conditions represent full power mainstage operation of
the Space Shuttle Main Engine, referred to as 109 percent RPL SLFig. 16 First-stage bla1de finite element model and casting

coordinate system

Fig. 17 33 primary axis cases „G and D variations shown in Table 5 … with nine sec-
ondary axis cases „b or u values … each, for a total of 297 material orientations

Table 5 33 primary axis cases with nine secondary cases
each, for a total of 297 material orientations
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~rated power level service life!. The shaft speed is 37,355 rpm, the
airfoil temperature is approximately 1200°F, forces representing
the blade damper radial sling load are applied to the blade plat-
form, and aerodynamic pressure loads are applied to the blade
surfaces and internal core.

Postprocessing of the 297 finite element results files presented a
fairly difficult challenge, and represents a considerable amount of

Fig. 18 Representative von Mises stress distribution results in
the blade attachment region

Fig. 19 Maximum shear stress amplitude „Dtmax ,ksi … contour
plot at the blade-tip critical point

Fig. 20 Normalized HCF life „contour plot … at the blade-tip critical point, as a function of primary
and secondary orientation
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effort. Two FORTRAN programs were employed for the postpro-
cessing work. The first selects the element results from the coded
binary output files and places them into ASCII text files. The
second program processes the ASCII files to calculate averaged
nodal results, the resolved shear stresses and strains and the nor-
mal stresses and strains on the 30 slip systems, in the single crys-
tal material coordinate system. It then calculates the parameters
chosen for study and sorts them based on user set criteria.

The connection between the blade and disk are modeled with
ANSYS COMBIN40 elements. These elements have one degree-
of-freedom at each node. The nodal motion in that degree-of-
freedom sets the separation or contact of these elements only. This
element does not have the capability for friction tangent to the
contact surface. For this model the nodal coordinate systems on
the contacting surface of the blade firtree attachment were rotated
so that one axis is normal to the surface. This is the degree of
freedom used in the COMBIN40 element. The nodal coordinate
systems on the disk contact surfaces were similarly oriented. An
interesting feature of the ADAPCO model is that the blade is next
to a cyclic symmetry section of the disk~a 1 of 50 piece! so that
only the pressure side of the blade attachment contact surface
nodes are nearly coincident to the disk. The suction side of the
blade is clocked 7.2 deg about the shaft from the mating surface
on the disk. The blade and disk nodal coordinate systems for the
suction side attachment are 7.2 deg out of parallel to each other to
account for this. Since the COMBIN40 element only acts on the
one degree-of-freedom normal to the contact surfaces the 7.2 deg
offset in physical location and orientation is properly accounted
for. To run the blade model separate from the global model the
nodal displacements of the disk nodes attached to the COMBIN40
elements were taken from a run of the global model and used as
enforced displacements for what would become free ends of the
contact elements.

Figure 18 shows representative Von Mises stress distribution
plot for the turbine blade in the attachment region. The crack
location and orientation at the critical blade tip location is shown
in Fig. 14.

6 Effect of Secondary Crystal Orientation on Blade-
Tip Stress Response

Variation of secondary crystal orientation on stress response at
the blade tip critical point prone to cracking~tip point on inside
radius! was examined by analyzing the results from the 297 finite
element model runs. The finite element node at the critical point
was isolated and critical failure parameter value (Dtmax) com-
puted on the 30 slip systems. A contour plot ofDtmax was gener-
ated as a function of primary and secondary orientation, shown in
Fig. 19. The contour plot clearly shows a minimum value for
Dtmax for secondary orientation ofb550 deg and primary orien-
tation designated by cases 5 and 20. From Table 5 we see that case
5 corresponds to a primary orientation ofD50 deg andG
57.5 deg. Case 20 corresponds to a primary orientation ofD
55.74 deg andG513.86 deg. Using the fatigue life equation
based on theDtmax curve fit of LCF test data, Eq.~25!, we can
obtain a contour plot of normalized HCF life at the critical point
as a function of primary and secondary orientation, as shown in
Fig. 20. The maximum life is again obtained forb550 deg, and
D50 deg andG57.5 deg, andD55.74 deg andG513.86 deg.
The optimum value of secondary orientationb550 deg, corre-
sponds very closely to the optimum value ofb indicated in Fig.
14. This demonstrates that control of secondary and primary crys-
tallographic orientation has the potential to significantly increase a
component’s resistance to fatigue crack growth without adding
additional weight or cost.

7 Conclusions
Fatigue failure in PWA1480/1493, a single crystal nickel base

turbine blade superalloy, is investigated using a combination of
experimental LCF fatigue data and three-dimensional finite ele-

ment modeling of HPFTP/AT SSME turbine blades. Several fail-
ure criteria, based on the normal and shear stresses and strains on
the 24 octahedral and six cube slip systems for a FCC crystal, are
evaluated for strain controlled uniaxial LCF data~1200°F in air!.
The maximum shear stress amplitude@Dtmax# on the 30 slip sys-
tems was found to be an effective fatigue failure criterion, based
on the curve fit betweenDtmax and cycles to failure. Since defor-
mation mechanisms in single crystals are controlled by the propa-
gation of dislocations driven by shear,Dtmax might indeed be a
good fatigue failure parameter to use. However, this parameter
must be verified for a wider range ofR-values and specimen ori-
entations, and also at different temperatures and environmental
conditions.

Investigation of leading edge tip cracks in operational SSME
turbine blades had revealed that secondary crystal orientation ap-
peared to influence whether a crack initiated and arrested or con-
tinued to grow until failure of the blade airfoil. The turbine blade
was modeled using three-dimensional FEA that is capable of ac-
counting for material orthotrophy and variation in primary and
secondary crystal orientation. Effects of variation in crystal orien-
tation on blade stress response were studied based on 297 finite
element model runs. Fatigue life at the critical locations in blade
was computed using finite element stress results and failure crite-
rion developed. Detailed analysis of the results revealed that sec-
ondary crystal orientation had a pronounced effect on fatigue life.
The optimum value of secondary orientationb550deg computed
corresponds very closely to the optimum value ofb indicated in
the failed population of blades. Control of secondary and primary
crystallographic orientation has the potential to significantly in-
crease a component’s resistance to fatigue crack growth without
adding additional weight or cost. ‘‘Seeding’’ techniques developed
by single crystal casters over the last ten years can readily achieve
these degrees of primary and secondary crystallographic orienta-
tion control with economic resultant airfoil casting yields.
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A Study on Five Flank Machining
of Centrifugal Compressor
Impellers
Referring to machining technologies used for turbomachinery components, generally
there are two cutting strategies: point cutting and flank cutting. Based on considerations
of the cost, efficiency, and surface roughness, flank cutting by using a five-axis machining
tool is a promising way to machine blade surfaces of turbomachinery components con-
structed by ruled surfaces. In this article, a flank cutting technology for centrifugal com-
pressor impellers is developed by using the B-spline curve interpolation, ruled surface
construction, and coordinate transformations. Also, an impeller with 12 blades is actually
machined to verify the proposed approach by using a five-axis machining center.
@DOI: 10.1115/1.1413768#

Introduction
Centrifugal compressor impellers, axial compressors, and fans

composed of complex blades are important parts in the field of
aerospace and power industries. Traditionally, to manufacture
such tubomachinery components, investment casting, and machin-
ing procedures may be considered. Both methods have advantages
and disadvantages, respectively. In order to obtain a dimensional
accuracy within a desired tolerance for blade surfaces, machining
is usually performed to effectively achieve the specified require-
ments. However, due to the complex geometries of such compo-
nents, it is a challenging problem to precisely machine the blade
surfaces.

Though, in the design of blade surfaces of turbomachinery
parts, two types of surfaces including sculptured and ruled sur-
faces may be considered. A ruled surface is covered by straight
lines, called rulings or rectilinear generators which form a family
with one parameter@1,2#. Owing to this characteristic, ruled sur-
faces are more frequently utilized to simplify the blade surfaces
design when compared with free form, sculptured surfaces.

In the machining of turbomachinery components with complex,
overlapping geometries of ruled blade surfaces, five-axis numeri-
cally controlled NC machines possessing two more degrees-of-
freedom than traditional three-axis machines are necessarily uti-
lized. More importantly, before cutting a turbomachinery
component, proper machining processes must first be schemed.
And, the cutter paths for five-axis milling must be carefully gen-
erated in consideration of the used tools. Otherwise, the desired
surfaces of blades may be cut and/or improper cutter paths may
result in the fracture of the cutter and the damage of the machine
tool. In milling ruled surfaces, techniques including point cutting
and flank milling can be selected. By the use of the point cutting
method, typical articles@3–7# focused on the efficiency in
material-removal rate, machining time, avoidance of global inter-
ference and local gouging, surface finish, and scallop heights were
reported. More recently, with practical application examples, a
procedure@8# can be reliably used to generate collision-free tool
paths for five-axis machining of centrifugal compressor impellers
with general types of blade surfaces.

Compared to point cutting, flank milling is a much less com-
mon approach. However, it has advantages over point cutting. For

example, the material-removal rate can be significantly increased
and the surface finish can be efficiently improved. Even the flank
milling method possesses advantages over the point cutting ap-
proach, flank milling a blade surface usually incurs undercutting
due to the twist property of ruled surfaces@9#. Owing to the twist
of ruled blade surfaces, there are discrepancies between the de-
sired surfaces and machined surfaces. In order to reduce the error
to within a specified tolerance, it is possible to position the cutter
axis with respect to a ruling along a prescribed direction by se-
lecting an appropriate cutter size free of global interference. With-
out giving the detailed derivations for undercutting, some rules
were specified to analyze undercutting incurred in flank milling
and to decide the optimal cutter location@10#. Rehsteiner@11#
investigated the collision-free milling strategies of cylindrical cut-
ters applied to twisted ruled surfaces. Wu@12# applied an arbitrary
surface flank milling system to flank mill axial bladed rotors and
centrifugal compressor impellers. Recently, based on cylindrical
cutters, undercutting incurred in flank milling ruled surfaces is
identified with detailed derivations@13#.

As mentioned above, to machine a turbomachinery part, given a
set of the preliminary design data, a manufacturing engineer faces
to construct the blade surfaces and to scheme the tool paths. In
this study, for flanking centrifugal compressor impellers, a com-
plete and ependable procedure is developed. It is composed of the
techniques of the B-spline curve interpolation, ruled surface con-
struction, and coordinate transformations for five-axis flank mill-
ing. By using these methods, a practical example for flank milling
a centrifugal compressor impeller by a five-axis machine shown in

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Munich, Germany, May
8–11, 2000; Paper 00-GT-342. Manuscript received by IGTI Nov. 1999; final revi-
sion received by ASME Headquarters Feb. 2000. Associate Editor: D. R. Ballal. Fig. 1 Five-axis milling machine
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Fig. 1 is given to illustrate the proposed procedure. The developed
algorithms can also be modified without difficulty by adjusting the
coordinate transformations if different types of five-axis machine
tools are selected.

Background
Before introducing the five-axis flank milling procedure to mill

a centrifugal compressor impeller, it is important to know the
geometric features of centrifugal compressor impellers so that the
construction of the blade surfaces can be done without difficulty.
In addition, during the process of generating cutter paths, it is
helpful to clear the necessary coordinate transformations to fit the
prescribed cutter position for a specific five-axis machine.

Basically, a centrifugal compressor impeller is made up of one
or two sets of blades with the same geometry and angular spacing
around the centerline of the impeller. A ruled blade surface is
twisted more or less to achieve a good compression performance.
However, the geometry of an impeller can be divided into two
main portions: blade surface and hub surface. And, both sides of a
blade surface are the suction surface and the pressure surface.
They are generated by offsetting an equal distance along the op-
posite normal direction of a camber surface bounded in a region
by curves of a shroud camberline and a hub camberline. Hence,
once a camber surface is constructed by a family of rulings be-
tween the shroud camberline and the hub camberline, the resulting
geometry of its blade is with ruled surfaces. Meanwhile, the hub
surface is formed by revolving the hub camberline around the
centerline of the impeller.

When a set of discrete data points is obtained from the aerody-
namic analysis, generally, it is in the form of a cylindrical coor-
dinate system as shown in Fig. 2 to define the camber surface. For
creating a camber surface, the original data points defined in a
cylindrical coordinate system can be transformed into the Carte-
sian coordinate system. Then, they will be used to generate curves
of the shroud camberline and the hub camberline.

Generation of Shroud and Hub Camberlines
To obtain complete shroud and hub camberlines, the discrete

data points received from the aerodynamic analysis can be further
interpolated to create these two smooth space curves as shown in
Fig. 3. In this report, the B-spline curve interpolation method is
adopted. A parametric B-spline curve@14# can be written as
follows:

P~ t !5(
i 51

n

BiNi ,k~ t ! (1)

whereP is the point on the curve,n is the number of data point,Bi
are constant coefficients, andNi ,k are B-splines of order
k (degree5k– 1).

The recursion formula of B-splines of orderk with knot se-
quenceT is defined as below~@15#!:

Ni ,1~ t !5H 1 if Ti<t,Ti 11

0 otherwise
(2)

Ni ,k~ t !5
~ t2Ti !Ni ,k21~ t !

Ti 1k212Ti
1

~Ti 1k2t !Ni 11,k21~ t !

Ti 1k2Ti 11
. (3)

Note, to interpolaten discrete data points, the requiredn number
of B-splines are established on knot sequenceT. A single B-spline
of order k is constructed onk11 knots. As a result, then1k
knots constitute a nondecreasing sequence with real values on the
interval @0,n2k11# of the parametert. Also, knots at both ends
of the interval@0,n2k11# are repeatedk times. For interpolating,
usually cubic (k54) B-splines are smoothly sufficient and param-
eters corresponding to the chord lengths~@14,16#! between the
original data points defined in the Cartesian coordinate system can
be taken to compute values of B-splines.

When a set ofn data points is given, we can substitute the
points into Eq.~1! to form a set of equations

H P~ t1!5N1,k~ t1!B11N2,k~ t1!B21¯1Nn,k~ t1!Bn

P~ t2!5N1,k~ t2!B11N2,k~ t2!B21¯1Nn,k~ t2!Bn

]

P~ tn!5N1,k~ tn!B11N2,k~ tn!B21¯1Nn,k~ tn!Bn

. (4)

Equation~4! can be rewritten in a matrix form as

@P#5@N#@B# (5)

and the solution of the linear system for the constant coefficients
can be obtained as

@B#5@N#21@P#. (6)

Since@B# is found, we can substitute@B# into Eq.~1! to find more
interpolated data points if different parameterst are given. By this
way, the shroud camberline can be described by the B-spline
curve to produce more data points. In a similar way, we can also
represent the hub camberline by Eq.~1!.

Generation of Camber and Blade Surfaces
For an impeller with ruled blade surfaces, first, its camber sur-

face must be defined by a ruled surface. The ruled surface is a
surface formed by a family of straight lines passing through cor-
responding points on the shroud camberline and the hub camber-
line asP(u) andQ(u) shown in Fig. 4. As described above, here
the shroud camberline and the hub camberline can be written as
parametric B-spline curves. To obtain the parametric equation of a
ruled surface for the camber surface, consider the rulingu5ui
joining points Pi and Qi on P(u) and Q(u), respectively. The
equation of the ruling can be expressed as~@1,2#!Fig. 2 Basic design data points

Fig. 3 Curve interpolation
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R~ui ,v !5Pi1v~Qi2Pi ! (7)

where v is the parameter along the ruling. The one-parameter
trajectory traced byR(ui ,v), denoted asR(u,v), is a ruled sur-
face defined by the equation

R~u,v !5P~u!1v@Q~u!2P~u!#5~12v !P~u!1vQ~u! (8)

where 0<u<1, 0<v<1. By using curve interpolation and ruled
surface construction, it is possible to establish a smooth ruled
surface for the camber surface.

Once the camber surface is defined, the suction and pressure
surfaces can be easily produced by describing the offset surfaces
of the camber surfaces. To obtain offset surfaces, the unit normal
vector of the camber surface must first be calculated. It can be
expressed as

n5F]R~u,v !

]u
3

]R~u,v !

]v GY U]R~u,v !

]u
3

]R~u,v !

]v U. (9)

Given the desired thickness of the blade,d, the suction surface
and the pressure surface can be written as

O~u,v !5R~u,v !6~0.5d!* n. (10)

Since both of the suction and the pressure surfaces are two curved
surfaces parallel to the camber surface, they can also be repre-
sented in a form of Eq.~8! in consideration of flank milling for
convenience.

Twist of Blade Surface and Cutter Axis
Using Eq. ~9!, we can find the directions of the unit normal

vectors at both end points along a ruling on the blade surface.
Because of the twist of the blade surface, the directions of the two
unit normal vectors at both ends of a ruling are not coincident
with each other when view down along the ruling. That is to say
that these two normal vectors will form a twist anglea as shown
in Fig. 5. Due to this twist, proper tool positions cannot be easily
determined for flank milling. In flank milling, a cylindrical cutter
properly located at one end will undercut the ruled surface near
the other end and vice versa. Generally, flank milling a blade
surface of a centrifugal compressor impeller with a finite cutter
size can never generate the true geometry unless the size of the
cutter is infinitely reduced to a line.

In order to reduce the differences between the designed and
flank milled surfaces, the cutter size and the projected angle be-
tween the ruling and the axis of the cutter must be further ana-
lyzed. To improve the accuracy of the machined blade surfaces,
the result obtained from the investigation@13# is applied here. To
analyze the amount of undercutting incurred in flank milling a
twisted ruled surface, the distance between the cutter axis and the
ruling as well as the projected angle between the cutter axis and

the ruling can be determined when the length of the ruling and the
cutter size are given. When these two main variables for the atti-
tude of a cutter axis are decided, by appropriate coordinate trans-
formations, this prescribed position of the tool axis must be
moved to coincide with the cutter axis of a specific machine.
Then, flank milling the suction surface and the pressure surface on
corresponding rulings can proceed, respectively.

Coordinate Transformations
In this section, the postprocessor will be discussed based on the

type of a five-axis machine shown in Fig. 1. To flank mill a cen-
trifugal compressor impeller with complex, overlapping geom-
etries, a simultaneous five-axis milling machine with two more
degrees-of-freedom in rotating and tilting axes must be utilized.
Depending on the configuration of a machine, it may have differ-
ent rotational axes either on the spindle or on the working table.
As a result, the complexity of five-axis flank milling increases
with the flexibility of used equipment even an improved attitude
of a cylindrical cutter can be found. Hence, the remaining process
of preparing the cutter paths for a specific type of a five-axis
machine is still a challenging problem to be overcome.

Referring to Fig. 1, the cutter is located on theZ-axis that can
just be moved up and down along theZ-axis while the blank is
clamped on the working table. In order to machine the ruled blade
surface, we can simultaneously rotate and tilt the prescribed posi-
tion of the cutter axis decided in the last section to become par-
allel to the Z-axis by the coordinate transformations introduced
below.

To perform appropriate coordinate transformations, the corre-
sponding rotating and tilting angles for each prescribed cutter axis
PQ mentioned in the previous section must be calculated. First,
with reference to Fig. 6, end points,P andQ, of the cutter axis are
rotated by an anglefz with respect to the B-axis so that the
coordinates of the two ends,P8 andQ8, on theX-axis will be the
same. This transformation can be described in matrices as follows:

P85P@R2x#@Rz#@Rx#; Q85Q@R2x#@Rz#@Rx# (11)

where

@Rz#5F cosfz sinfz 0 0

2sinfz cosfz 0 0

0 0 1 0

0 0 0 1

G (12)

Fig. 4 Ruled surface Fig. 5 Normal direction and twist angle
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@Rx#5F 1 0 0 0

0 cosux sinux 0

0 2sinux cosux 0

0 0 0 1

G . (13)

Because the coordinate components of pointsP8 andQ8 on the
X-axis are equal, we can calculate the corresponding rotating
anglefz . Note thatux is the angle between theZ-axis and the
B-axis.

Secondly, since the coordinate components of pointsP8 andQ8
on theX-axis are equal, pointsP8 andQ8 can be tilted an anglecx

so that theY-axis coordinates of bothP8 andQ8 will be the same
as shown in Fig. 7. Using the relationship that theY-axis compo-
nents of pointsP9 andQ9 are equal, we can formulate the follow-
ing relationship:

ur1ucos~a11cx!5ur2ucos~a21cx! (14)

where r1 and r2 are the position vectors ofQ8 and P8,
respectively.

From Eq. ~14!, tilting angle cx can be solved for theA-axis.
After the coordinate transformations for rotating and tilting
angles, the prescribed attitude of the cutter axis,PQ, will be par-
allel to theZ-axis of the five-axis milling machine. From the geo-
metric relationship between the initial and the final positions of
the cutter axis,P9Q9 can be further translated to coincide with the
cutter axis of the used five-axis machine tool. Therefore, the co-
ordinates of the both ends of the found cutter axis in the last
section together with the rotating and tilting angles will form the
cutter location data of the five-axis flank cutting.

Application Example
Based on the developed five-axis flank milling technology for

centrifugal compressor impellers proposed here, a practical appli-
cation example is illustrated to demonstrate its reliability and use-
fulness. An interactive computer code in C language is developed
and run on a personal computer to implement the processes for the
B-spline interpolation, ruled surface construction, determination
of the attitude of cutter axis, and postprocessing based on the type
of a five-axis machine shown in Fig. 1. As shown in Fig. 8, the
geometries of the hub surface and blade surfaces for an impeller
with 12 blades are first generated for this application.

The size of the blank~7075T6! of the impeller is 118 mm and
32 mm for its diameter and thickness, respectively. In this study,
to save machining time, a numerically controlled lathe is em-

Fig. 6 Coordinate transformation for rotating axis

Fig. 7 Coordinate transformation for tilting axis

Fig. 8 Centrifugal compressor impeller with 12 blades

Fig. 9 Cutting exterior contour
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ployed to cut the blank for the exterior contour~shown in Fig. 9!
by using the interpolated shroud camberline. Photographed in Fig.
10, for rough flank milling, the diameter of 6 mm of a cylindrical
ball-end cutter is applied in consideration of the maximum allow-
able cutter size between two neighboring blades. After the previ-
ous two steps, finish flank milling is performed to mill the suction
and pressure surfaces, respectively. In this step, the diameter of
the cutter is 4 mm. In this process, blending surfaces required
between the blade surfaces and the camber surface are also ob-

tained by controlling the depth of the cylindrical ball-end cutter.
The finish flank milling is photographed in Fig. 11.

Discussion and Conclusion
A flank cutting technology that can be applied to generate five-

axis cutter paths for machining centrifugal compressor impellers
is developed. As has been demonstrated by a practical example,
the usefulness of this approach is verified. Though, this procedure
is illustrated by a popular type of a five-axis machining center, it
can be modified without difficulties if other types of five-axis
machining tools are used.

In this article, only the type of cylindrical ball-end cutters is
applied in the machining process. For flank milling general turbo-
machinery components, different shapes of cutters may also be
used. It is expected to include them in the approach. And the
cutter location data should be regenerated if different types of
cutters are utilized.
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Contact Stresses in Dovetail
Attachments: Finite Element
Modeling
The stress analysis of dovetail attachments presents some challenges. These challenges
stem from the high stress gradients near the edges of contact and from the nonlinearities
attending conforming contact with friction. To meet these challenges with a finite element
analysis, refined grids are needed with mesh sizes near the edges of contact of the order
of one percent of the local radii of curvature there. A submodeling procedure is described
which can provide grids of sufficient resolution in return for moderate computational
effort. This procedure furnishes peak stresses near contact edges which are converging on
a sequence of three submodel grids, and which typically do converge to within about five
percent. @DOI: 10.1115/1.1391429#

1 Introduction

1.1 Background and Motivation. Single tooth attachments
or ‘‘dovetails’’ are used to secure fan and compressor blades to
disks in gas turbines. A section through a typical dovetail is shown
in Fig. 1~a!. Herein the base of the blade is pulled as a result of
the centripetal acceleration of its remainder, while it is restrained
by contact with the disk on two flats~e.g.,C2C8 in Fig. 1~a!!. At
the edges of these contact regions, fretting can occur when loads
vary. This fretting can lead to fatigue crack initiation and ulti-
mately to failures~e.g., in the disk atC, the blade atC8!. In order
to understand the failure mechanisms involved, an appreciation of
the stresses occurring in these critical regions is required. The
primary intent of this work is to assist in achieving such an
appreciation.

The stress analysis of dovetail attachments like that in Fig. 1~a!
is not without challenges. To start with, these challenges stem
from resolving thestress gradientspresent. Some idea of the na-
ture of these gradients can be obtained from classical elasticity
solutions for contact by various frictionless rigid indentors.
Sketched in Fig. 2~a! are sections through a cylindrical roller, a
polynomial profile indentor,1 and a flat punch with sharp corners.
These indentors share a common contact extent of 2a. Compan-
ion stresses for frictionless contact are given in Hertz@1#, Steuer-
mann @2#, and Sadowsky@3#, respectively. These are plotted in
Fig. 2~b! wherein sc is the contact stress and is positive when
compressive~Fig. 1~b!, ~c!!, while s̄c is its mean value throughout
the contact region. Evident in Fig. 2~b! are the increases in stress
gradients that attend smaller radii of curvature at the edges of
contact. IfR is the local radius of curvature~as in Fig. 1~b!!, then
R/a.1 for the roller, R/a'1 for the polynomial profile, and
R/a50 for the flat sharp indentor. For dovetail attachments like
that of Fig. 1~a!, typically 1/4,R/a,1 ~the left-hand side of a
dovetail with R/a51/2 is shown as a broken line in Fig. 2~a!!.
Hence stress gradients for dovetail attachments can be expected to
be between that of the polynomial profile indentor and that of the
flat punch with sharp edges. The first of these has a stress concen-
tration factor of 1.5 in Fig. 2~b!, the second, with its stress singu-
larity, an infinite stress concentration factor. Thus dovetail attach-

ments cannot only have high stress concentration factors, but there
is also a wide range of values such factors can take on.

There are further sources of challenge in the stress analysis of
dovetail attachments. These stem from thenonlinearitiespresent.
The first of these is the geometric nonlinearity associated with
expanding contact regions when contact is conforming~as atC,
C8 in Fig. 1~a!!. Tracking the extent of contact is essential if
accurate finite stresses are to result. The second of these stems
from the conditional nature of boundary conditions under an Am-
onton’s law for friction~also referred to as Coulomb’s law!. Com-
plying with this law is vital since associated contact shearstc
largely govern values of the hoop stresssh ~Fig. 1~c!!, and it is
the hoop stress that can be expected to be a major contributor to
fatigue failure at the edge of contact.

1.2 Literature Search. The stress analysis of dovetail at-
tachments belongs to a class of problems in solid mechanics com-
monly termedcontact problems. A good description of the analy-
sis of such problems, especially via complex variable techniques,
is given in Gladwell@4#. A first-rate description of their analysis
and physics is given in Johnson@5# ~see, in particular, Chapter 13
which describes when Amonton’s law is physically applicable!. A
well-organized review of research in the area through 1975 is
given in Kalker@6#. Further contributions to the literature through
1984 can be obtained from the extensive list of references in
Johnson @5#. Papers since 1984 treating conforming contact/
numerical analysis of contact problems may be found in Meda and
Sinclair @7#.

Turning to the literature which specifically addresses the stress
analysis of dovetail attachments, we focus on those using finite
element analysis. This is because the complexity of such configu-
rations dictates the use of numerical methods, and because, of the
numerical methods available, the finite element method is argu-
ably the most adaptable and the most widely used in industry.

There are several papers which describe finite element analysis
of dovetail attachments. An early contribution is Boddington et al.
@8# which considers two-dimensional elastic analysis. This paper
explores the feasibility of implementing Amonton’s law with finite
elements and is successful in devising an approach for doing this.
Such a capability is now available in standard codes~e.g., AN-
SYS, @9#!. Other papers which include two-dimensional elastic
finite element analysis are Kenny et al.@10#, Papanikos and
Meguid @11#, and Meguid et al.@12#. The ambitious task of a
three-dimensional elastic analysis is included in Papanikos et al.
@13#. While these analyses seem to be capable of computing gen-
eral trends, it is questionable whether or not they have sufficient
mesh refinement near the edge of contact to capture crucial local
stresses in this vicinity. More precisely in this regard, ifh is the

1In terms of the rectangular coordinates of Fig. 2~a!, the particular polynomial
profile shown therein hasy/a5@(x/a)821#/16.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
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length between nodes of elements used in this vicinity, then these
studies have 1/6,h/R,1/2, whereR continues as the local radius
of curvature. It remains to be seen if suchh are small enough to
obtain key local stresses.

1.3 Objective and Scope. Here, then, we seek to develop
an approach for obtaining thelocal, two-dimensional, elastic
stresses occurring near theedges of contactin dovetail attach-
ments. While a two-dimensional elastic treatment represents a
simplification of the actual configuration, it is a first step in ana-
lyzing more complex models entailing three-dimensional effects
and elastoplastic flow. Further, even though simplified, two-
dimensional elastic stresses can furnish a basis for understanding
physics if the stresses are sufficiently accurately determined.

Critical in obtaining reasonable stress estimates is the policing
of the constraints accompanying conforming contact. Only then
are stresses guaranteed to be nonsingular. Thus next, in Section 2,
we begin with a recap of the asymptotic arguments that establish
that, properly analyzed, the conforming contact stresses of interest
here are nonsingular. We summarize these arguments not only for
completeness, but also because we have been given to understand
that there is a diversity of opinion in the gas turbine community as
to whether or not stresses in dovetail attachments are nonsingular.

In addition, we wish to include a somewhat subtle but not insig-
nificant point that is missing from these arguments in the
literature.

The remainder of the paper is organized as follows. In Section
3, we describe a finite element analysis of a dovetail attachment.

Fig. 1 Dovetail attachment configuration: „a… overall attach-
ment, „b… close-up of contact region with local coordinates, „c…
close-up of disk near lower contact point with stresses acting

Fig. 2 Examples of contact problems: „a… indentor profiles, „b…
contact stresses
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This finite element analysis features a submodeling procedure
which enables mesh sizes to be employed which are up to two
orders of magnitude smaller than those reported in the literature.
Then, in Section 4, we check that the contact stresses actually
obtained comply with being nonsingular by systematically exam-
ining their convergence in some detail. We also check the policing
of the friction law. We close by offering some concluding remarks
in Section 5 in the light of results found.

2 Conforming Contact Stresses

2.1 Conforming Contact Without Friction. Here by ‘‘con-
forming’’ is meant contact which, from no load to full load, has
the indentor and indented material share a common tangent as the
contact region’s boundary is approached from outside. An ex-
ample is the roller of Fig. 2~a!. Initially, before any loading, the
contact region for this configuration consists of a line through a
single contact point. Subsequently, under loading, this point splits
into C andC8 as the contact region spreads~Fig. 2~a!!. Through-
out, contact is conforming atC ~or C8! in the above sense. A
further example is the polynomial profile indentor of Fig. 2~a!. In
contrast is the sharp-edged flat punch of Fig. 2~a!: This is an
example of nonconforming contact at bothC andC8.

In addition to assuming conforming contact to be frictionless in
this subsection, we further simplify the exposition by initially con-
sidering just the rigid roller of Fig. 2~a!. The local boundary con-
ditions atC therefore take the form

sy5txy50 on y50, x.a,
(1)

n52n0 , txy50, on y50, x,a,

wheresy , txy are stress components in rectangular Cartesian co-
ordinates (x,y), andv is the displacement in they-direction. The
first of ~1! are the stress-free conditions external to the contact
region. The second reflects local indentation by an amountn0
5n0(x) without any friction within the contact region. The local
fields for ~1! admit to being supplemented by their fully homoge-
neous counterparts, namely those for~1! with n050. Then we
recover the classical boundary conditions for a crack, so that
inverse-square-root stress singularities are possible~@14#!. To re-
move this possibility, we add physically sensible constraints.
These insist thatwithin the contact regionthere can beno tensile
contact stresses, while without there can beno interpenetration or
contactbetween the indentor and the indented material. Thus we
require

sy<0 on y50, x,a,
(2)

n,A@R22a2#2A@R22x2# on y50, x.a.

Given compliance with these added restrictions, singular response
is no longer possible.

To see this, consider what happens otherwise. There are two
cases.

~i! Singular stresses participate with a positive stress intensity
factor.

~ii ! Singular stresses participate with a negative stress intensity
factor.

Under~i!, the singular stress field must dominate all others asC
is approached from within the contact region, so that the contact
stresses must become tensile. This is in violation of the first of~2!.
Under ~ii !, the displaced shape of the indented material just out-
sideC is vertically upwards and consequently interpenetrates the
indentor~indicated by the hatched area on the right-hand side of
Fig. 2~a!!. This is in violation of the second of~2!. Hence the
classical singular fields associated with a crack cannot participate
in the conforming contact configuration of the rigid frictionless
roller if the inequality constraints of~2! are enforced.

The point that is omitted consideration in the literature is
whether we can, in actuality, enforce the inequality constraints of
~2! and so remove singularities. The fact that~2! would seem to be

physically sensible and therefore desirable does not necessarily
mean they can be enforced within classical elasticity. After all,
singularities in general are nonphysical so it would be physically
sensible and desirable if we could simply legislate them out of
elastic solutions. Unfortunately, such legislation typically leads to
the posing of a problem that has no solution, the local regular
elastic fields being incomplete without their singular counterparts.
For conforming contact, however, we have an additional degree of
freedom of which we can take advantage. This is the extent of the
contact region~i.e., the length betweenC andC8 that 2a denotes
in Fig. 2~a!!. By suitably adjusting this extent, the inverse-square-
root stress singularity can be removed. Then, since there are no
other singular fields within elasticity satisfying the local boundary
conditions~1! or their homogeneous counterparts, the configura-
tion is rendered singularity free. The fact that there are no other
singularities follows first from the corresponding eigenvalue equa-
tion given in Williams @14#, then from the completeness of the
Williams’ eigenfunctions for this configuration established in
Gregory@15#.

Implicitly this adjustment of contact extent so as to remove the
inverse-square-root singularity is what Hertz did~@1#!. His solu-
tion features a contact stress which is nonsingular and, in fact,
goes to zero at the edges of the contact region. Stress gradients, on
the other hand, are infinite there. To exemplify, for the roller of
Fig. 2~a!, this Hertzian contact stress is

sc5
4s̄c

pa
Aa22x2, (3)

for 2a<x<a.
The same situation applies for frictionless conforming contact

by rigid indentors in general. That is, the extent of the contact
region can be adjusted so that only compressive tractions occur
within it and there is no interpenetration outside of it. Given com-
pliance with these constraints, stresses are nonsingular. Examples
for more extensive conforming contact than that of the roller on
the half-space are given in Steuermann@2# and Persson@16#.

2.2 Conforming Contact With Friction. To obtain a bound
on these effects to complement that of frictionless conditions, we
can assume that there is no slipping whatsoever while continuing
to consider a rigid roller for the time being. The resulting stick
conditions within the contact region take the form

n52n0 , u50, on y50, x,a. (4)

In ~4!, u is the displacement in thex-direction which is set to zero
by virtue of the indented material completely sticking to the rigid
indentor. Again the homogeneous counterpart of~4!, taken to-
gether with the stress-free condition in~1!, admits the possibility
of stress singularities. From Williams@14#, these are of
ord(r 21/2 cos(h ln r)) and ord(r 21/2 sin(h ln r)) as r→0, wherer
5ux2au andh5(1/2p)ln(324n), n being Poisson’s ratio. These
two singularities occur in combination intwo distinct local fields
which can participate independently of each other~unlessn51/2!.
Thus adjusting theone parameter we have available to us, the
contact extent, is not sufficient to remove both of them in general.
Accordingly, now it can be impossible to find elastic solutions in
compliance with~2!, and singular stresses can occur. For example,
for the rigid roller of Fig. 2~a! but now with stick conditions as in
~4!, the contact stress becomes

sc5
4s̄c

pa FAa22x2 cosS h lnS a2x

a1xD D
1

2hax

Aa22x2
sinS h lnS a2x

a1xD D G , (5)
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for 2a,x,a.2 The contact shear is similarly singular. Hence
under these conditions, conforming contact does have a stress
singularity.

To alleviate the singular response of direct conforming contact
with no slip, one can allow some lateral displacement. This can be
done by applying the load incrementally so that surface material
outside the contact region is at least allowed to move laterally
prior to coming into contact. Mossakovskii@17# describes the
implementation of such a physically more realistic approach. Re-
sults are nonsingular and comply with the constraints of~2!. In-
deed, for the contact stress,sc is as in~5! but with h50, so that
the Hertzian contact stress of~3! is recovered. However, in the
limit as the edge of the contact region is approached from within,
the ratio of the shear contact stress divided by the normal ap-
proaches infinity. This implies an infinite coefficient of friction is
needed if no slip is to occur once contact is made. This in turn
suggests that we entertain the possibility of slip in the outer por-
tions of the contact region itself.

For such slip under a rigid indentor up to the contact limit atC
in Fig. 2~a!, the boundary conditions under Amonton’s law take
the form

n52n0 , txy5msy , on y50, x,a. (6)

In ~6!, m is the coefficient of friction. The condition in~6! with the
first of ~1! prescribe local boundary conditions for aslip-to-free
transition: when taken abutting the displacement requirements in
~4! if txy,msy , they prescribe local boundary conditions for a
slip-to-sticktransition. For both transition configurations it is pos-
sible to show only a single singularity exists~the analysis is simi-
lar to that in Williams@14#, and relies on completeness implied in
Gregory @15#. Accordingly, by appropriately adjusting the posi-
tions of these two transitions, both singularities can be removed.
To capture the physics better, the loading needs to continue to be
applied incrementally~or effectively so via similarity arguments!.
Such an analysis may be found in Spence@18# and produces
singularity-free stresses.

In closing this section, we consider deformation of the indentor,
previously taken as rigid. Results remain essentially the same. For
conforming contact without friction, or with friction but allowing
for slip, physically reasonable inequalities can be complied with
by adjusting boundary region extents and configurations thereby
rendered free of singularities. Dundurs and Comninou@19# fur-
nishes asymptotic arguments that obeying such inequality con-
straints removes singular behavior, while there are a number of
examples showing that one can actually adjust extents to do this
~see, e.g., Johnson@5#!.

In sum, therefore, when sufficient degrees-of-freedom are avail-
able to enable compliance with the pertinent inequalities, stress
singularities can be removed from conforming contact problems.
The resulting nonsingular stress distributions have been found to
be generally supported by experiments~see Johnson@5#, Chapter
4!. Consequently, in these circumstances the stress analyst should
make every effort to comply with the inequality conditions. Fur-
thermore, these are the circumstances that apply in dovetail at-
tachments. The key, then, to gauging that one has in fact complied
with contact inequalities in numerical solutions isspatial conver-
gence~i.e., convergence with grid refinement!.

3 Finite Element Analysis

3.1 Problem Description. We exploit the symmetry of the
configuration to consider only half of the attachment. We denote
the two regions within this half byRb andRd for the blade and
disk, respectively~Fig. 1~a!!. We take the boundary ofRb , ]bR,
to be comprised of the pointsP182P38 andC, C8, and the bound-
ary of Rd , ]dR, to be comprised of the pointsP12P4 andC, C8
~Fig. 1~a!!. We use local coordinates (s,n) with origin Os in the

contact region to state the key contact conditions and to present
results. For this system,s is the arc length along the surface of the
disk starting from a point just outside of the contact region at
maximum load and has a corresponding unit vectores , while n is
the distance locally perpendicular tos and has a unit vectoren
~Fig. 1~b!!. With these geometric preliminaries in place, we can
formulate the problem as follows.

In general, we seek the plane-strain stresses,ss , sn , tsn , and
their associated displacementsus , un , throughoutRb and Rd
satisfying: the stress equations of equilibrium including the body
force field produced by the centripetal acceleration of the compo-
nents; the stress-displacement relations for a homogeneous and
isotropic, linear elastic solid in a state of plane strain; the symme-
try conditions on the centerlineP32P28 prohibiting transverse dis-
placement and setting the shear stress to zero there; the periodic
conditions on the lineP12P2 which also prohibit transverse dis-
placement and set shear to zero; an applied radial displacement
and zero shear stress on the lineP22P3 reflecting the expansion
of the disk due to rotation; the applied stress conditions on the end
of the blade between pointsP182P28 which apply a tensions0 in
the absence of shear, wheres0 represents the pull of the unmod-
elled section of the blade due to its rotation; the stress-free con-
ditions on]bR between the pointsP18 andC8 and betweenC and
P38 ; the stress-free conditions on]dR between the pointsP1 and
C8 and betweenC and P4 ; the contact conditionson C2C8
matching normal and shear contact stresses on the blade and the
disk,sn

b andsn
d as well astns

b andtns
d , matching normal displace-

ments,un
b andun

d , and applying Amonton’s law,

sn
b5sn

d5sc , tns
b 5tns

d 5tc ,

un
b5un

d , (7)

us
b5us

d if tc,msc , tc5msc otherwise;

and finally thecontact constraintsrequiring that the contact stress
be nowhere tensile and prohibiting interpenetration

sc<0 for sc,s,sc12a,

un
b,un

d1
~s2sc!

2

2R
for s,sc , (8)

un
b,un

d1
~s2sc22a!2

2R
for s.sc12a,

wheresc is thes coordinate ofC ~Fig. 1~b!!. In particular, we seek
the peak stresses occurring at the edge of contact.

Actual input values for the foregoing problem are as follows.
The maximum applied stresss0 is about 1/6 GPa. The angular
velocity is approximately 900 rad/sec at maximum load. This in-
creases the effective applied stress by about ten percent. It is this
increased applied stress,s0851.1s0 , that is used to normalize
stress results subsequently. Material constants used are for density.
Young’s modulus, and Poisson’s ratio. Both the disk and the blade
are made of a titanium alloy so that these material constants are
taken accordingly~see, e.g., Gere and Timoshenko@20# Appendix
H!. To provide bounds on the effects of friction we takem50 and
m50.4, the latter being suggested in Hamdy and Waterhouse@21#
as a likely upper bound for dovetail attachments made of titanium
alloys.

3.2 Global Finite Element Analysis. To police~8!, we use
the point-to-surface contact elements of ANSYS@9#, CONTAC
48. Following ANSYS@9# recommendations for the analysis of
contact problems, these are used in conjunction with ANSYS
four-node quadrilateral elements, PLANE 42.

There are some input parameters required to run CONTAC 48
elements. Here we take these to be

2The derivation of~5! is straightforward using complex potential methods as in
Gladwell @4#, Chapter 4.
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h/100<TOLN<h/50,
(9)

KN5E, KT5E/100,

whereE is the Young’s modulus of the titanium alloy andh con-
tinues as the mesh size in the contact region. The parameters in~9!
let the iterative scheme for the contact elements converge fairly
quickly, thereby policing the contact inequalities~8!. Typically
results are reasonable~free of interpenetration, one-element stress
spikes, segments wherein the contact shear is zero when it should
not be, etc.!. On the few occasions in which the iterative scheme
did not converge to sensible results, decreasing TOLN and in-
creasing KN and KT all by a factor of ten completely removed
any such problems, albeit at the expense of longer run times. For
the number of load substeps required, we take 10, 20, and 40 to
check for any sensitivity. We find no differences between results
for 20 and 40 for a number of analyses and so take 20 throughout
the remainder of the analysis.

To address the issue ofspatial convergence, we begin with a
series of three global grids: a coarse grid~C!, a medium~M!, and
a fine~F!. Each of these grids has a boundary layer in the contact
region in which we have a uniform mesh~see, e.g., Fig. 3~a!, ~b!!.
We take the depth of this boundary layer to be one-fourth of the
radius of curvature, this value being found to be adequate in nu-
merical experiments on Hertz-like contact problems. Within this
boundary layer, grid refinement is systematic with element edge
lengths being successively halved to produce refined grids. Out-
side of the boundary layer, we approximately systematically refine
our grids. We do this by specifying refined element edge lengths at
a few locations in the far field and then use the AMESH command
of ANSYS @9# to automatically mesh the rest of the region.

For these first three grids, the actual mesh sizes in the contact
region together with the numbers of spatial and contact elements
are given in the upper half of Table 1. The mesh size for the
coarse grid is as small as any we could discern in the literature
reporting finite element analysis of dovetail attachments cited ear-
lier. For the medium and fine grids it is reduced by factors of two
and four. Element numbers increase consequently, though not as
systematically because of the use of the AMESH automatic mesh

generator away from the contact region, and because of some
economies made in the use of contact elements in going from the
medium to the fine grid.

For this fairly systematically refined sequence of three grids, we
take as our criterion for any peak contact stress componentsmax
to beconvergingthat

usmax
C 2smax

M u.usmax
M 2smax

F u, (10)

where the superscripts distinguish grids used. Some justification
for convergence checks of this genre is given in Sinclair@22#.

If ~10! is not satisfied, we can proceed with a yet further refined
grid to see if we can obtain converging stresses. Specifics of such
a superfine grid~S! are also included in Table 1. Againh is halved.
Then~10! can be checked for the upgraded set of grids, M, F, and
S. This is not an attractive option, however, in terms of computa-
tional effort. While the coarse grid runs in under half an hour and
even the fine grid runs in about eight hours, the superfine typically
takes over 40.3 Instead, therefore, we turn to submodeling when
~10! is not satisfied on our initial three-grid sequence.

3.3 Submodel Finite Element Analysis. We view global
results in deciding where peak contact stresses occur and pick a
submodel region which includes these stresses. This results in the
shaded submodel region shown in Fig. 3~b!. Within this region,
grids are uniformly meshed~Fig. 3~c!!, and consequently can be
fully systematically refined. The first submodel grid~CS! has el-
ements sized the same as for the superfine global grid in this
region. Successively halving element sides then produces a me-
dium submodel grid~MS! and a fine~FS!. Other specifics of the
three-grid sequence for the submodel region are given in the lower
half of Table 1.

Computational savings with the submodeling are significant.
Run times for the coarse submodel grid are two orders of magni-
tude less than for the superfine global grid, even though they share
a common mesh size in the contact region. Run times for the fine
submodel grid are somewhat shorter than those for the fine global
grid, and consequently quite manageable. This is in marked con-
trast to the run times to be expected with a global grid of the same
resolution in the contact region.

In running submodel grids, some of the boundary conditions
applied must use values drawn from the global analysis. To ensure
that the submodel analysis actually is converging to the correct
response for the original global problem, any errors in such
boundary conditions must effectively be zero. The steps taken to
realize this goal in the submodeling procedure used here are de-
scribed in Cormier et al.@23#. In brief they are as follows.

First, displacementsare chosen as the quantities to be taken
from global grids for use in boundary conditions for submodel
grids. This is because they converge more rapidly than stresses.
For four-node quadrilateral elements, Strang and Fix@24# has

eu5O~h2!, es5O~h!, as h→0, (11)

where eu , es are the errors in displacements and stresses,
respectively.

3Run times are for an HP 780 workstation with 720 MB of RAM.

Fig. 3 Finite element grids: „a… coarse global grid, „b… close-up
of coarse global grid with submodel region shown shaded, „c…
coarse submodel grid

Table 1 Summary of finite element grids

Grid

Mesh Size
in Contact

Region,h/R

No. of
Spatial

Elements

No. of
Contacts
Elements

Coarse global~C! 0.156 915 2,048
Medium global~M! 0.078 2,604 8,462
Fine global~F! 0.039 8,314 11,711
Superfine global~S! 0.020 22,812 40,667
Coarse submodel~CS! 0.020 768 3,181
Medium submodel~MS! 0.010 3,072 12,697
Fine submodel~FS! 0.005 12,288 50,368
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Second,nodal values of displacements are taken from global
grids. This is because experience with finite element analysis on
test problems demonstrates that typically these displacements are
more accurately determined than displacements between nodes
~see, e.g.,@23#!.

Third, acubic splineis fitted through nodal displacements from
global grids to furnish the intervening displacement values needed
to run submodel grids. This is because cubic splines are once
continuously differentiable throughout their lengths in common
with the elastic displacement fields they are trying to replicate.4

Fourth, the so-fitted displacements are submitted to a three-grid
check analogous to~10!. This is to see if these displacement
boundary conditions areconverging.

Fifth and last, a single submodel grid is run with displacement
boundary conditions from two successive global grids and peak
stresses compared to see that effectively there are no differences
between the two evaluations. This is to see if these displacement
boundary conditions haveconverged. We provide the results of
such a check next in Section 4, after we examine the spatial con-
vergence issue.

4 Verification of Finite Element Analysis

4.1 Spatial Convergence Checks. Here we examine the
convergence of the contact stresssc , the contact sheartc , and
the hoop stresssh . We do this initially with a series of plots of
stress distributions at maximum load~Figs. 4, 5!. In these plots,
stresses are normalized bys08 , the total applied stress, while arc
lengths is normalized bys8, the distance betweenOs andOs8 in
Fig. 1~b!. This distance slightly exceeds 2a, the length of the
attachment flats and initial contact region. This is so that, when
s/s8 ranges from 0 to 1, it encompasses the entire contact region,
even with the expanded contact present at maximum load. In ad-
dition, we tabulate peak stress values for various grids at maxi-
mum load~Table 2!.

The highest magnitudes ofsc at maximum load occur under
frictionless conditions. We view their convergence in Fig. 4. In
Fig. 4~a!, global grid results are presented. These are converging
in the interior of the contact region, results from different grids
being indistinguishable there. They are not converging, though,
near the edges of contact. This is more clearly shown in Fig. 4~b!
which shows peaksc for the three global grids. It shows peaksc
for the three submodel grids as well. These last are converging.
This can be confirmed by substituting results from the first column
of stresses in Table 2 into checks like~10!. Similar results apply
for sc when there is friction~see the third column of stress results
in Table 2!.

Similar results also apply fortc . That is, contact shears con-
verge on global grids in the interior of the contact region, but not
at the edges of contact. Here submodel results are needed to
achieve convergence. This is illustrated in Fig. 5~a! and confirmed
by the fourth column of stress results in Table 2.

Without friction, sh values are actually converging on the glo-
bal grid sequence, albeit slowly~see second column of stress re-
sults in Table 2!. With friction, though, convergence ofsh is more
difficult to achieve. In fact,sh for the grid sequence M, F, CS
does not satisfy its version of~10! ~see Fig. 5~b! and the last
column of Table 2!. However,sh on the grid sequence F, CS, MS
is converging, as it is on the sequence CS, MS, FS. Hence, pro-
vided submodel results are used,all peak stresses at the edge of
contact arespatially converging.

To begin to assess the level of accuracy peak stresses have
converged to, we adopt the error estimatee calculated by

e5usmax
MS 2smax

FS u/usmax
FS u, (12)

and expressed as a percentage. In~12!, smax continues as the peak
value of any one of the stressessc , tc , sh , and the superscript
identifies the grid used to compute it.

Given stresses converging linearly withh as in~11!, e of ~12! is
the appropriate error estimate. Here, however, stresses do not uni-
formly comply with ~11!. This is because, in addition to resolving
the stress gradients present, the finite element analysis is attempt-
ing to resolve the extent of the contact region. The latter activity
can result in somewhat erratic convergence. The situation is skin
to finding a root of an equation with a bisection algorithm: While
this algorithm must ultimately converge if the root is not repeated,
successive estimates of the root themselves do not have to move
monotonically closer to the true answer.

Typically convergence difficulties associated with determining
the extent of contact diminish with increasing grid refinement.
This is illustrated on thes/s8 axes in Figs. 4~b!, 5~b!. It is also
reflected in the stresses in Table 2. Eventual compliance with~11!
implies differences between CS and MS stresses are twice those
between MS and FS stresses. For the most part in Table 2, this
halving of differences holds at least approximately.

The stress that deviates the most from ultimately complying
with ~11! is sh when m50.4. This is because there is an abrupt
change in the slope of the hoop stress at the edge of contact in the
presence of friction~see Poritsky@26#!. Consequently the finite
element analysis has the further task of positioning this sharp peak

4This is in contrast to the practice in some standard finite element analysis codes.
They use element shape functions which are not, in general, continuously differen-
tiable at nodes. Such discontinuities can be shown to lead to spurious logarithmic
stress singularities on submodel boundaries~@25#!.

Fig. 4 Converge of contact stress „mÄ0…: „a… global distribu-
tions „from global grids …, „b… local distributions „including sub-
model results …
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in sh ~see Fig. 5~b!!. This positioning slows convergence and
compliance with~11!. However, in lieu of anything obviously
superior, we continue to usee of ~12! for our error estimate.

Applying ~12! to Table 2 results in the following error esti-
mates: for sc and m50 or 0.4, e51.7(percent); fortc , e
52.0(percent); forsh (m50), e53.5(percent); and forsh (m
50.4), e510(percent). Hence for the most part,spatial conver-
gence to good levels of accuracy is realized~,5 percent!. To
improve the one instance of merely satisfactory convergence~10
percent!, a further submodel within our subregion is needed. We
do not undertake this in the present study. Cormier et al.@23#
describes how to effect such successive submodeling, and demon-
strates on a test problem the sort of improved accuracy that can be
so realized.

4.2 Other Checks. Here we summarize checks on sub-
model boundary conditions, compliance with Amonton’s law, and
convergence with unloading.

For thecheck on submodel boundary conditions, the medium
submodel grid is used to calculate peak contact stresses when
displacements are taken from the medium, fine and superfine glo-
bal grids. To keep computation down, this is only done for the
frictionless case. Results for peaksc /s08 with these respective
grids furnishing boundary conditions are: 12.5, 11.8, 11.5. Here
differences between successivesc /s08 are approximately halving,
so that it is reasonable to take the difference between the first two
as a measure of the error in results reported here from this source.
This yields an estimate of 5.9 percent, higher than what one would
want for a good level of accuracy. However, this error is associ-
ated with an overestimate ofsc /s08 , whereas the earlier error
estimatee is associated with an underestimate. Consequently the
two cancel to a degree and give an overall error estimate within
the five percent limit for a good level of accuracy. The same sort
of cancellation occurs for the hoop stress under frictionless con-
ditions and is expected to occur for results when friction is
present, thereby effectively leaving accuracy levels unimpaired by
errors in submodel boundary conditions.

To check on Amonton’s law, we first observe that a flag in the
ANSYS code indicates that all nodes in the contact region should
be slipping during loading up. Therefore the contact conditions~8!
havetc5msc throughout contact. To see if this is so, Fig. 6 plots

Fig. 5 Convergence of other stress components „mÄ0.4…; „a…
local shear stresses, „b… local hoop stresses

Table 2 Normalized peak stresses at the edge of contact

Stresses Without Friction Stresses With Friction~m50.4!
Grid sc /s08 sh /s08 sc /s08 tc /s08 sh /s08

C 8.26 25.24 5.22 2.00 3.41
M 8.63 27.12 5.93 2.26 4.10
F 10.6 28.93 7.66 2.93 4.88
CS 11.4 210.4 8.52 3.26 6.05
MS 11.8 211.0 8.85 3.41 7.13
FS 12.0 211.4 9.00 3.48 7.95

Fig. 6 Comparison of shear stress with limiting value „tc cf.
msc , mÄ0.4…: „a… global comparison „from fine global grid …, „b…
local comparison „from fine submodel grid …
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tc and msc . For most of the global distributions, the two are
indistinguishable~Fig. 6~a!!. At the edge of contact, there are
some differences~Fig. 6~b!!. For the peak values,tc is 3.3 percent
low ~Table 2!. This underestimate oftc may well be offset in large
part by an overestimate resulting from submodel boundary condi-
tions, so that it seems likely that the error remains fairly close to
the correspondinge of Section 4.1~2.0 percent!, and that overall
accuracy levels fortc are still good.

For checks on unloading, we consider two loading histories.
The first completely unloads the attachment under frictionless
conditions. Theoretically, response at any load level under these
conditions should be independent of whether one is loading up or
down. The finite element analysis results for all grids agree with
this prediction to within 0.5 percent. The second loading history
cycles the loading down then back up after reaching maximum
load. Friction is present for these load cycles. For a fixed unload
increment, a steady-state response can be expected to be realized
under these circumstances. The finite element analysis results sta-
bilized after two cycles to three significant figures.

In sum, therefore, the finite element analysis described here is
in good agreement with all additional checks.

5 Concluding Remarks
The conforming contact occurring in dovetail attachments does

not lead tosingular stresses. This is so with or without friction
effects being present. That stresses are finite can be shown via
asymptotic analysis~Section 2!. It follows that finite element
analysis of dovetail attachments should produce converging
stresses. In fact, converging stresses can be realized ifcontact
elements policethe requiredcontact constraints. The point-to-
surface contact elements used here~CONTAC 48 of ANSYS,
1995! are quite capable of the requisite policing. This is demon-
strated in this study with and without friction~Table 2!.

Although the contact stresses in dovetail attachments are finite,
they are large near the edges of contact and do possesshigh stress
gradientsthere. Furthermore, it is necessary toposition the edges
of contactthemselves with some precision if contact constraints
are to be satisfied. Consequently if one is to accurately capture
stresses near the edges of contact in dovetail attachments with
finite elements, one can expect to need ahighly refined meshin
this vicinity (h;R/100). The submodeling procedure described
here~Section 3.3! appears ultimately to provide a mesh of suffi-
cient resolution, and to do so in return for moderate computational
effort. To achieve good levels of accuracy for peak stresses near
the edges of contact, the mesh sizes required are considerably
smaller than those in cited earlier analyses.

Two final observations are in order. First we observe that the
somewhat erratic convergence which can occur initially in con-
forming contact problems can mislead a stress analyst into think-
ing stresses have converged when they have not. To see this, sup-
pose one adopted a two-grid convergence check and viewed a
change of five percent as acceptable. Then from the first two glo-
bal grids used to analyze the dovetail here, one would conclude
that the peak normalized contact stress is 8.63 under frictionless
conditions ~Table 2!. In fact this estimate is low by about 40
percent of its value. While the three-grid check used in this paper
does not guarantee that one could not make such a nonconserva-
tive estimate, it does prevent it happening here and can be ex-
pected to make it less likely for other conforming contact
configurations.

Second we observe that it should not be thought that the
smoothing of stress gradients which accompanies plastic flow ob-
viates the stress analyst from accurately resolving elastic stress
fields if accurate elasto-plastic stresses are sought. Basically this is
because elastic response physically precedes and triggers elasto-
plastic. To explain further, using the fine submodel grid, local first
yielding for the dovetail without friction is predicted to occur
when loads attain 58 percent of the maximum value used here

~based on a Tresca yield criterion!. Using just the coarse global
grid, this event is not predicted to occur until loads reach 84
percent of their maximum value. Clearly a significant erroneous
delay results from using a finite element mesh of insufficient
refinement.
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A Scientific Approach to the
Process Development Bonded
Attachments for High-Speed Rotor
Application
The quest for increased work per stage of compression to reduce overall gas turbine
engine system cost has placed extreme demands on the high-pressure turbine (HPT)
system. As an example, the HPT is required to operate at unprecedented levels ofAN2 (the
product of turbine annulus area and mechanical speed squared) to enable compressor
performance goals to be met. The typical approach of mechanically attaching blades via
firtree or dovetail configured mechanical attachments, limits rotor speed because of the
life limiting broach slots (stress concentrators) in the disk rim. Exacerbating this problem
is the fact that the disk lugs, which react the blade loading, impose a dead load. Higher
disk speed results in higher blade loading requiring a deeper or wider lug to support the
blade. This in turn results in a wider disk bore to support the deeper, dead load lug region.
The dilemma is that higher speed results in larger stress concentrations at the rim and a
wider disk bore to support the added parasitic rim load. The answer to this dilemma lies
in creating an integrally bladed rotor (IBR) in which the blades are integral with the disk.
Since typically, for an HPT, the blades are single crystal and the disk equiaxed nickel
alloys, the IBR design suggested precludes absolute machining as the fabrication ap-
proach. A solution lies in metallurgically bonding the blades to the disk rim. Bonded
airfoil attachments have the potential to increaseAN2 and component life by 9–10 per-
cent by eliminating broach induced stress concentrations as noted. Moreover, bonded
attachments can reduce external rim loading by upward of 15 percent with a correspond-
ing reduction in disk weight. The key to the solution is a controlled, economical process to
concurrently join a full complement of HPT blades in a repeatable manner. This paper
discusses how a scientific approach and creative design practice can lead to such a
process. Three alternative tooling concepts, and one universal tool that allows indepen-
dent use of two of these concepts, were developed. Tool stresses and deflections, tool load
paths, and bond pressure profiles were all quantified through ANSYS finite element analy-
ses and closed-form analytical solutions. Prior experience has shown that joint strength is
sensitive to the bond pressure level. Therefore, the tool materials and geometry were
iterated upon until the pressure applied to the blade bond plane was as uniform as
possible. Since absolute uniformity is elusive when deformable bodies are part of the bond
load train, accurately determining the maximum and minimum bond plane pressure is
absolutely essential for subsequent joint characterization and design allowable determi-
nation. This allows localized working stresses in the designed attachment to be compared
to specific, bond pressure driven, allowable strengths rather than an average strength.
This paper will show how applying a scientific approach to the development of a critical
technology process can reduce both the cost and risk of process development.
@DOI: 10.1115/1.1414131#

Introduction

The emphasis in the gas turbine engine industry today is re-
duced cost: in procurement and operation. Although bonded air-
foil attachments in the HPT have the potential to enable higher
levels of AN2, reduce weight, and improve rotor system life, the
fabrication process may render their first cost prohibitive. A fab-
rication process that metallurgically joins a full complement of
single crystal blades to an equiaxed nickel disk in a concurrent

manner is needed. The feasibility of metallurgically joining dis-
similar alloys has been demonstrated with coupon joining, Fig. 1.
Not only must the process produce concurrent bonds, but it must
also do so with minimal material deformation~upset! to minimize
the amount, hence cost, of post bond machining to blend laterally
deformed material or notched boundaries. These constraints on the
bond process are necessary to keep the cost of fabricating an HPT
IBR to a minimum. The conundrum then focuses on processes that
lend themselves to effecting simultaneous and precise bonds at
upwards of 50–60 locations~blade sites!. Precise is a key word
here because the resulting complement of blades must be pre-
cisely aligned with respect to a prescribed incidence angle and
present a smoothly contoured inner and outer radial flowpath for
optimal aerodynamic performance. Moreover, since the blades
must be cooled in service, the bonding process must append them
in the prescribed orientation to allow full ingress of air to cool the
interior of the blade. These constraints eliminate~1! forge bonding

1Currently at GE Power Systems, Gas Turbine Technology Center, 300 Garlington
Road, Greenville, SC 29602.
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because of the extent of material deformation;~2! diffusion bond-
ing because of the duration of the bond cycle time~cost ineffi-
cient!; and ~3! transient liquid phase bonding due to insufficient
property retention for highly stressed joints. This leaves the acti-
vated forge joining~AFJ! process~@1#! as the prime contender
because of its combination of low material deformation, relatively
short bond cycle time, and excellent property retention~@2#!. The
strategy for applying the AFJ process for IBR fabrication relies on
the differential thermal expansion between the bond tool~fixture!
and the blade and disk components being bonded. This is com-
monly referred to as the ‘‘delta alpha’’ tooling approach. Applying
this strategy in an isothermal environment became the focus of
this IBR development project and the thesis of this paper.

Barriers to be Overcome
Although the delta alpha tooling approach has been used exten-

sively to produce high-quality polymeric matrix composite com-
ponents~where the process is also referred to as elastomeric tool-
ing!, it has not been used extensively for high-temperature
(20001°F(10931°C)) fabrication. The tooling is used to gener-
ate a bond pressure by the mutual interaction of deformable bod-
ies in a contained environment. The deformable bodies in this case
are the tool and the components being bonded. The preliminary
tooling concept employed a full-annular containment ring~the
bull ring! and radial ‘‘blocks’’ or ‘‘shuttles,’’ both of molybdenum.

These shuttles reacted against both the blade platforms and bull
ring to generate pressure at the disk/blade root neck interface, as
shown in the ANSYS model in Fig. 2. The large change in tem-
perature in going from room temperature to bond temperature
~roughly 20001°F(10931°C)!, coupled with the difference in
expansion rates of the blade/disk assembly and bull ring, resulted
in greater than yield strength stresses in the bull ring, which was
unacceptable. Essentially, a small change in radial dimension pro-
duces a large change in bull ring hoop stress, which is one reason
this approach has not been used extensively at temperatures in the
20001°F(10931°C) range. Attempts to desensitize the system
by introducing compliance in the form of Belleville springs, leaf
springs or features machined in the bull ring~Figs. 3~a! and 3~b!!
proved futile. The dilemma for compliance is shown in Fig. 4 in
which generated bond pressure is plotted against coefficient of
thermal expansion with spring elastic modulus as parameter. As
can be seen, dropping below a bond pressure of 65,000 psi~448
Mpa! to a goal of less than 1000 psi~6.9 Mpa! cannot be accom-
plished even with a leaf spring modulus of 0.5 Msi~3447 Mpa!!
In addition to desensitization, another key barrier is control of the
spatial positioning and orientation of the blades, especially with
respect to their inner and outer flowpath boundaries.

Candidate Solutions
In an effort to desensitize the bond tool system and control

spatial positioning of the bonded blades, four alternative ap-
proaches were developed and evaluated:~1! blade shuttle;~2!
platform hook and spring;~3! neck/pedestal fork; and~4! com-
bined spring and wedge loaded neck/pedestal fork. Each approach
utilizes the delta alpha concept and employs the massive, molyb-
denum bull ring to react the loads induced by thermal expansion.
These approaches are listed in the order of which they were con-
ceived, which also coincides with the order of increasing innova-
tion. ANSYS finite element models were built for each approach
to identify the uniformity of the bond pressure distribution at the
blade/disk interface and to identify shortcomings and undesirable
deformations/stresses.

1 Blade Shuttle Concept. The blade shuttle approach,
shown in Fig. 5, utilizes a shuttle to position the blade and apply
the reaction load that is imparted when the shuttle outer diameter
~OD! contacts the bull ring and transfers load to the blade plat

Fig. 1 Microstructure of metallurgical bond between single
crystal and equiaxed nickel

Fig. 2 Line-on-line contact results in unacceptably high
stresses in delta-alpha tooling

Fig. 3 Attempts to desensitize tooling with geometric
compliance
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form. As can be seen, the shuttle reacts the load through four
pedestals; two to the fore and two to the aft platform regions.
Available platform surface area dictates load application points.
This approach was discounted because~a! it is complex to fabri-
cate; ~b! it lacked blade-to-blade positioning control; and~c! it
resulted in extremely nonuniform bond pressures that peaked at
the fore and aft locations and were near zero at the center.

2 Platform Hook and Spring Concept. Figure 6 shows the
platform hook approach, which addresses a few of the deficiencies
of the shuttle approach relative to positioning control and fabrica-
tion complexity. Unlike the blade shuttle, this concept utilizes an
open structure consisting of fore and aft rods attached to load
application blocks. The blocks also position two adjacent plat-
forms to control the platform~inner flow path! uniformity. Also
present are ceramic coil springs to desensitize the system. Coil
springs allow more axial travel than leaf springs, hence enabling
the desired degree of desensitization for the system. Ceramics
were selected because of the high temperatures the entire load
train will be subjected to during bonding. Once again, the outer
bull ring provides all reaction forces and the springs are key to

maintaining ring hoop stresses below the yield point of the mo-
lybdenum. Although the platform hook and spring solves a few of
the blade shuttle problems, it was discounted because~a! it still
produced an extremely nonuniform bond pressures that peaked at
the fore and aft locations and were near zero at the center and~b!
the many critical engagement points for load application added
risk to assembly operations. It did, however, highlight the fact that
the platforms were simply too thin and flexible for effective load
transfer to the bond plane.

3 NeckÕPedestal Fork Concept. This innovative approach
utilizes the best features of the platform hook and spring concept,
eliminating the platform locating slots. It applies the load, very
close to the bond plane, on a solid foundation instead of a canti-
levered platform edge. The approach, shown in Fig. 7, utilizes
fore and aft rods with ceramic springs to apply the load to load-
application blocks. These, in turn, apply load to the fore and aft
ends of a fork that reacts against a step that is machined near the
root of the attachment. Notches in the load application blocks
control adjacent platform alignment without imparting significant
load to them. Also visible in Fig. 7 is a vertical ridge in the left
load application block that engages a slot in a base plate to guide
the motion of the spring/blade/load application block assembly in
the radial direction. This helps to control the blade alignment.
Imparting the bond load to a step that is more rigid than a blade
platform has the potential for more uniform pressure distribution

Fig. 4 The sensitivity of bond pressure to material compliance

Fig. 5 Shuttle concept Fig. 6 Platform hook and spring concept
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on the bond plane. However, the bending flexibility of the fork
caused the fore and aft regions of the step to receive higher load
than the central third. This effect was examined using the ANSYS
model shown in Fig. 8. Contact elements were used to model the
interaction of the fork and blade root. As can be seen, there is
actually a tendency for the central third zone of the bond plane to
‘‘lift.’’ This effect underscores the need to address tool design
using the principles of mechanics for deformable bodies and using
either closed form or finite element analyses.

This tooling concept had enough merit to warrant continued
refinement to improve the bond stress distribution. The approach
taken was geometric stiffening. The depth of the fork cross section
was increased~increasing section modulus! and cylindrical cam-
ber was introduced in the central third of the fork, to force contact

in that region. This created high Hertzian contact pressures in the
center of the bond plane~Fig. 9! and very minimal contact pres-
sure outside the middle third region.

The next iteration involved the introduction of a flat spot in the
center of the cylindrically cambered region. This reduced the peak
pressure as shown in Fig. 10. A map was generated, seen in Fig.
11, to determine the status of contact. The regions of contact,
sliding, and no contact are labeled in the figure. Subsequent itera-
tions to fine-tune the length of the flat spot enabled the goal bond
pressure to be achieved with an acceptable pressure distribution.
Given the nature of deformable bodies, uniform bond pressure is
unattainable, but tuning to an acceptable level by geometric ma-
nipulation is economically possible when a scientific approach is
utilized.

4 Wedge Loaded NeckÕPedestal Fork Concept and Com-
bined Spring and Wedge Loaded NeckÕPedestal Fork Concept.
In principle, the spring loaded neck/pedestal fork concept will
work but there is a risk using the brittle ceramic springs. As an
alternative to pure delta alpha loading, an approach relying on
external, hydraulic loading was developed. The tooling concept
shown in Fig. 12, loads the bond plane with the same load appli-
cation rod and fork arrangement described previously, but does so
by wedge rather than spring action. The wedges are loaded axially
by an external hydraulic ram. The wedge travels along a mating
surface on the inner boundary of the bull ring generating a radially
inward component of load to the load application block/fork ar-
rangement. Spacer bumps, integral to the radial sides of the
wedges, ensure parallel movement for consistent bond pressure

Fig. 7 Neck Õpedestal fork concept

Fig. 8 Fork bending

Fig. 9 Bond pressure distribution due to fork stiffening and cylindrical
curvature
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profiles at each bond site. Again, in principle, the wedge loaded
neck/pedestal fork approach will work but there is a risk that the
wedges will bind due to excessive friction.

To mitigate the risk of committing to either approach too early
in the component development effort, a combined tool design
~Fig. 13! was conceived that could load the bond plane with the
previously described spring loaded approach or, should the
springs prove problematic, be converted to the wedge loaded ap-
proach. The tool would have a wedge shaped insert piece with a
right circular cylinder outer contour and a conical interior bound-
ary to match the conical contour of the bull ring. For pure delta
alpha tooling, the springs react against the conical surface of the
bull ring insert. For hydraulic load augmentation, the springs are
removed and radially deeper wedges are installed. A hydraulic
ram presses on the axial face of the wedges which move along the
conical surface of the bull ring insert imparting a radially inward
load to the loading block fork assembly. Spacer bumps integral to

the radial sides of the wedges, ensure parallel movement for con-
sistent bond pressure profiles on at each bond site. The bond tool
assembly for the spring and wedge loaded neck/pedestal fork ap-
proach is shown in Fig. 14. This also shows a closure ring to hold
the wedges in place under thermal growth.

Summary
IBRs utilizing bonded attachments are an enabling technology

to achieve the higher rotational speeds of advanced high-pressure
turbine systems. Metallurgically bonding the blades to the disk
rim can increase AN2 and component life by 9–10 percent. The
key to the solution is a controlled, economical process to concur-
rently join a full complement of HPT blades in a repeatable man-
ner. The process must be capable of the accurate spatial position-
ing of the blades with respect to their angle of attack and their
inner and outer flowpath boundaries.

This study showed that applying finite element analyses and
creative design practice to tool design is very beneficial. It dem-
onstrated that modifying the tooling geometry, based on finite
element results, produced a bonding pressure that was within ac-
ceptable, defined limits across the entire bond area. Prior experi-
ence has shown that joint strength is sensitive to the bond pressure
level. Since absolute uniformity is elusive when deformable bod-
ies are part of the bond load train, accurately determining the

Fig. 10 Bond pressure distribution due to geometric
realignment in center region of fork

Fig. 11 Contact zones on bond plane

Fig. 12 Wedge loaded neck Õpedestal

Fig. 13 Combined spring and wedge loaded neck Õpedestal

Fig. 14 Universal tool assembly allowing the spring or wedge
approach
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maximum and minimum bond plane pressure is absolutely essen-
tial for subsequent joint characterization and design allowable de-
termination. Taking this approach towards tool design allows
these pressures to be determined, thus providing the actual allow-
able attachment strengths. A process that precisely controls blade
position and imparts the required material response cannot be ef-
ficiently developed by trial and error, and shouldn’t be. The blade
and disk components are too expensive, the variables are too vast,
and the design requirements are too unique for an empirical ap-
proach. This paper has demonstrated how the use of the scientific
approach to process development and tool design cannot only lead
to such a process but is absolutely essential in today’s fiscal envi-
ronment.
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e-mail: c.breard@ic.ac.uk

M. Vahdati

A. I. Sayma

M. Imregun

Mechanical Engineering Department,
Center of Vibration Engineering,

Imperial College of Science,
Technology & Medicine,

Exhibition Road
London SW7 2BX, UK

An Integrated Time-Domain
Aeroelasticity Model for the
Prediction of Fan Forced
Response due to Inlet Distortion
The forced response of a low aspect-ratio transonic fan due to different inlet distortions
was predicted using an integrated time-domain aeroelasticity model. A time-accurate,
nonlinear viscous, unsteady flow representation was coupled to a linear modal model
obtained from a standard finite element formulation. The predictions were checked
against the results obtained from a previous experimental program known as ‘‘Augmented
Damping of Low-aspect-ratio Fans’’ (ADLARF). Unsteady blade surface pressures, due to
inlet distortions created by screens mounted in the intake inlet duct, were measured along
a streamline at 85 percent blade span. Three resonant conditions, namely 1F/3EO, 1T &
2F/8EO and 2S/8EO, were considered. Both the amplitude and the phase of the unsteady
pressure fluctuations were predicted with and without the blade flexibility. The actual
blade displacements and the amount of aerodynamic damping were also computed for the
former case. A whole-assembly mesh with about 2,000,000 points was used in some of the
computations. Although there were some uncertainties about the aerodynamic boundary
conditions, the overall agreement between the experimental and predicted results was
found to be reasonably good. The inclusion of the blade motion was shown to have an
effect on the unsteady pressure distribution, especially for the 2F/1T case. It was con-
cluded that a full representation of the blade forced response phenomenon should include
this feature. @DOI: 10.1115/1.1416151#

1 Nature of the Problem
The forced response of bladed disks is a very common vibration

problem during the development phase of new aeroengines. A
primary mechanism of blade failure is high-cycle fatigue~HCF!
which is caused by vibrations at levels exceeding material endur-
ance limits. For axial flow machines, forced-response problems
are often associated with turbine blades but the development fan
assemblies may suffer from the same phenomenon due to their
special geometry. In a fan forced-response context, periodic up-
stream obstacles such as variable-angle inlet guide vanes~VIGVs!
and struts give rise to blade passing frequency~BPF! forced re-
sponse, and flow distortions due to nonsymmetric intake duct ge-
ometries give rise to low-engine order~LEO! forced response.
The former type is relatively easy to deal with because the order
of the excitation can be deduced from the number of blades. There
are no straightforward methods for the latter type since the deter-
mination of low-order harmonics requires a detailed knowledge of
the inlet flow. In any case, both types of excitation co-exist in
modern fans and, from a design viewpoint, the requirement is the
prediction of absolute vibration levels under their combined effect
so that appropriate fatigue life calculations can be undertaken. The
actual vibration levels depend on two quantities: unsteady aerody-
namic loading and total damping in the mode of interest, the de-
termination of both of which is fraught with major difficulties.
First, the modeling of the unsteady aerodynamic loading is a for-
midable challenge when dealing with high-speed transonic vis-
cous flows. Second, there are no established methods for accurate
structural damping predictions under operating conditions, espe-
cially for the higher modes of vibration. The problem is further
complicated by the fact that, for some cases, the aerodynamic

damping may interact in a nonlinear fashion with the structural
motion, a case that can only be investigated using a integrated
structural-fluid model.

2 Overview of the Aeroelasticity Model
There are many computational methods for the study of un-

steady aerodynamic loads arising from rotor/stator interactions.
Time accurate nonlinear analyses using Euler or Navier-Stokes
equations have been reported by Giles@1#, Rai @2# Dawes @3#,
Arnone@4#, Denton@5#, and He@6#. Because of the large compu-
tational effort required to deal with nonlinear time-accurate flow
representations, models based on linearized unsteady aerodynam-
ics have been developed by Hall and Clark@7,8#.

Because of computational limitations, each bladerow is usually
considered individually, such separate analyses being linked
through inflow boundary conditions. The prediction of absolute
blade vibration amplitudes is relatively rare and it is usually
achieved by exporting the unsteady pressures into some external
finite element code~Green and Marshall@9#!.

A more realistic simulation of the aeroelasticity phenomena re-
quires a three dimensional time-accurate viscous representation of
the unsteady compressible flow and the inclusion of the blade’s
vibratory motion. Such an approach is described by Vahdati and
Imregun @10# and it has the added benefit of using unstructured
grids for increased modeling flexibility. Indeed, the use of un-
structured grids may well be the only way to model complex
geometries such as tip gaps, snubbered fan blades, fan assemblies
with intake ducts, struts, and various other structural elements.
Although tetrahedral grids, the choice of which appears obvious
for generating unstructured meshes, are relatively easy to generate
for inviscid flow calculations, the situation becomes more compli-
cated in boundary layers, where large aspect ratio cells are re-
quired for computational efficiency. Such considerations led to the
development of optimum semi-structured meshes with mixed el-
ements@11#. The mesh is unstructured in the blade-to-blade plane
and structured in the radial direction. Hexahedral cells are used in
the boundary layers and tetrahedral and prismatic cells fill the
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domain away from the walls. The forced response work described
here will also use semi-structured meshes of mixed elements.

2.1 Flow Model. The governing equations of the flow are
cast in their conservation form in a Cartesian coordinate system
which is fixed to a rotating blade:

d

dt EV
UdV1 R

]V
F.ndG1 R

]V
G.ndG5E

V
IdV (1)

whereV refers to any piecewise smoothly bounded fixed volume
with boundaryG. U is the vector of conservative variables,F and
G are the inviscid and viscous flux vectors, respectively, andI
contains the terms due to the rotation of the coordinate system.
These terms can explicitly be written as
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where r is the density,e is the specific total energy,ui is the
absolute velocity vector,wj is the grid velocity relative to the
rotating frame of reference, andk is the effective thermal conduc-
tivity. The viscous stress tensors i j is given by
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wherem is the summation of the molecular and eddy viscosities.
The termI in ~1! is given by

I5@0 0 rvu3 rvu2 0#T (3)

wherev is the rotational speed along thex-axis. The above system
of equations is complemented by the perfect gas equation

p5~g21!rS «2
u2

2 D (4)

where g denotes the ratio of the fluid specific heats. The Eddy
viscosity is calculated using the one-equation turbulence model of
Baldwin and Barth@12#.

2.2 Discretization and Solution. The solution vector is
stored at the vertices of the cells and an edge-base data structure is
used for better computational efficiency. The edge weights which
represent the intercell boundaries are computed in a separate pre-
processor stage. Consequently, the solver has a unified data struc-
ture and the nature of the mixed-element mesh does not affect the
main calculations loops.

For an edge-based scheme, the semi-discrete form at internal
nodeI becomes

d~V IUI !

dt
1(

s51

ns 1

2
uhIJs

u~FIJs
2GIJs

!1BI5V ISI (5)

whereV I is the control volume,UI is the solution vector at node
I, ns is the number of sides connected to nodeI, FIJs

andGIJs
are

the numerical inviscid and viscous fluxes along sideIJs , andBI is
the boundary integral. The side weighthIJs

represents the area
summation within each cell sharing that side.

The inviscid fluxes in~5! are expressed using a central differ-
ence formulation with a suitable artificial dissipation coefficient
which is required to stabilize the scheme. Thus, inviscid fluxes
can be written as

FIJs
5

hIJs

uhIJs
u
•~FI1FJs

!2DIJs
(6)

where DIJs
is the artificial dissipation along the sideIJs . The

artificial dissipation is based on an upwind scheme developed by
Swanson and Turkel@13# and Jorgenson and Turkel@14#. The
scheme consists of a mixture of second and fourth-order artificial
viscosity. The fourth-order terms ensure the stability of the
scheme in smooth flow regions. The second-order terms are re-
quired to damp numerical oscillations in the vicinity of disconti-
nuities where the scheme reverts to first order using a pressure-
based sensor.

The viscous fluxes are treated within the same edge-based data
structure framework, provided the gradients of the primitive vari-
ables are known at the mesh nodes. Using the edge weights, these
gradients can be calculated from the formula

@Vuxj # I5(
s51

ns 1

2
h IJs

~u I1uJs
!1BI (7)

where u represents a generic primitive variable andBi is the
boundary integral arising from the contributions of the boundary
faces.

The system of equations is advanced in time using a second-
order, point-implicit time integration technique. A point-relaxation
procedure with Jacobi iterations is used for steady-state flows.
Solution acceleration techniques, such as residual smoothing and
local time stepping, are employed for faster convergence. A dual
time-stepping procedure is used for unsteady flow computations.
External Newton iterations are employed to ensure time accuracy.
Within each Newton iteration, steady-state flow solution tech-
niques are used to drive the solution to convergence.

2.3 Inclusion of Blade Vibration. The structural model is
based on a linear modal representation obtained from a standard
finite element formulation. It is implicitly assumed that the vibra-
tion amplitude remains within the bounds of linear behavior. The
global aeroelasticity equations of motion can be written as

Mq̈1Cq̇1Kq5P~ t ! (8)

whereq is the displacement vector,M , C, and K are the mass,
damping, and stiffness matrices, respectively, andP(t) is the aero-
dynamic load vector. A transformation into principal coordinates
via q5fh yields

ḧ i1~2z iv i !ḣ i1~v i
2!h i5f i

TP~ t !5Q i~ t ! i 51,N (9)

where i is the mode index,h i is the modal deflection,f i is the
mode shape vector,v i is the natural frequency,z i is the nondi-
mensional structural damping coefficient,N is the number of
mode shapes retained in the analysis, andQ i(t) is the modal
projection of the aerodynamic load vectorP(t) onto the mode-
shapef i . Having interpolated the mode shapes onto the aerody-
namic mesh, thei-modal force can be obtained via the relationship

Q i~ t !5 (
j 51

nodes

if j~dAjnj !pj~ t ! (10)

where pj (t) is the static pressure,nj is the inward unit normal
vector, anddAj is the surface element area all considered at the
surface boundary nodej. The structural motion is computed via
modal summation over the modes which are of interest in forced

Fig. 1 Exchange of boundary conditions between the struc-
tural and fluid domains
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response. It is important to note that the system of second-order
coupled differential Eqs.~8! has been transformed into a much
smaller number of uncoupled Eqs.~9!. Each equation is advanced
in time using the Newmark-b method. As shown in Fig. 1, the
boundary conditions from the structural and aerodynamic domains
are exchanged at each time-step~Marshall and Imregun@15#!. The
unsteady aerodynamic load vectorP(t) is obtained at every time-
step from the flow solution and imposed as a boundary condition
to the structural model so that the new blade position can be
computed. Using a spring analogy algorithm, the aerodynamic
mesh is then moved to follow the structural motion. The final
operation in the cycle is the determination of the new unsteady
flow solution about the new position so that the unsteady pres-
sures become available as boundary conditions for the next time-
step. The origins of such an integrated methodology can be
tracked back to wing flutter. For instance, Ballhaus et al.@16#
studied the transonic wing flutter problem using a reduced modes
model. A unified discretisation of the fluid and structural domains
is described by Bendiksen@17# who studied both wing and turbo-
machinery blade flutter. Further contributions include those by
Srivastava et al.@18# and Bakhle et al.@19#.

3 Case Study
The numerical study is focused on a benchmark case, the so-

called ADLARF fan, resulting from a collaborative research pro-
gram between the US Air Force and the GE Aircraft Engines. The
basic objective of the work was to evaluate the state of the art of
HCF avoidance via the use of numerical models, involving both
flow predictions and modification of structural properties, such as
mode shapes and damping, to minimize the response levels. A
large amount of unsteady pressure data was acquired for a range
of inlet distortions so that advanced numerical tools could be vali-
dated@20,21#.

The ADLARF fan, shown in Fig. 2, is a two-stage compressor
and the analysis reported here is focused on the first-stage rotor
blade. This rotor contains 16 low aspect ratio~LAR! blades. The
first-stage rotor was instrumented to measure the unsteady blade
surface pressures along the 85 percent span streamline. Total pres-
sure distortions were created using screens of varying porosity
mounted at 1.5 diameter upstream of Rotor 1. The distortions
were measured using rakes mounted in the intake duct. Three
resonant conditions, summarized in Table 1, were investigated.

4 Steady Flow Analysis
A typical semi-structured mesh, containing about 180,000

points per passage, is shown in Fig. 3. Because of the blade un-
twist, a new grid was generated for each speed of interest. The
basic blade mesh was extended to include the spinner and the
intake. Ideally, the boundary conditions should correspond to the
working line along which the unsteady flow measurements were
recorded. Due to the lack of exact data, several cases were con-

Fig. 2 Test configuration

Fig. 3 Single passage mesh; „a… tip section, „b… blade and hub
section, „c… periodic boundary

Table 1 Resonant conditions „refer to Table 4 and Fig. 7 for a
description of the mode shapes …

Distortion
Shaft

Speed~RPM!
Aero.

Speed~%! Mode

3/Rev 8,700 66 1F
8/Rev 9,400 69 2F & 1T
8/Rev 13,700 100 2S

Table 2 Aerodynamic conditions at the three resonances of
interest

Aero. Speed~%! Mass Flow~kg/s/passage! Pressure Ratio

66 ~Case 1! 2.95 1.391
66 ~Case 2! 2.55 1.458

69 ~Case 1! 3.10 1.458
69 ~Case 2! 2.61 1.583
69 ~Case 3! 2.77 1.566

100 4.17 2.35
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sidered at each speed~Table 2!. Typical steady-state flow results
are plotted in Figs. 4~a! to ~c! for each speed considered. Using
the mass flow boundary conditions from Rabe et al.@20#, good
agreement was obtained with the shock position prediction of
Manwaring et al.@21#, at 69 percent aerodynamic speed~2.61
kg/s!. Moreover, the pressure ratio of 1.58 and the temperature
ratio of 1.155 are very close to the measured data reported in Rabe
et al. @20#, the quoted values being 1.56 and 1.16, respectively.

5 The Structural Model
The mesh used for a cyclic symmetry structural analysis is

shown in Fig. 5. The Campbell diagram in Fig. 6 shows features

Fig. 4 Steady-state Mach number contours at 85 percent span

Fig. 5 Structural analysis mesh

Fig. 6 Campbell diagram
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similar to those published in the literature~@21#!, though it was not
possible to obtain an exact match due to lack of data. The three
resonances of interest correspond to the following four crossings:
1F/3EO, 1T/8EO, 2F/8EO, and 2S/8EO.

The corresponding mode shapes are shown in Fig. 7. Because
of their close proximity, it was assumed that the 1T and the 2F

modes were excited together and hence the natural frequencies
were adjusted accordingly. Further frequency adjustments were
made to ensure consistency with the available aerodynamic data
~Table 3!.

6 Forced Response Computations
The forced response computations were initiated by applying a

prescribed total pressure variation to the steady-state solution. The
modeling of the 3/Rev distortion requires a full assembly repre-
sentation, while only two blade passages are necessary for an
8/Rev distortion. In order to assess the effects of blade flexibility,
computations with and without the blade motion were undertaken.
About 150 time-steps were used per cycle of vibration and me-
chanical damping was assumed to be zero.

The modal forces, modal displacements, aerodynamic Q-factors
and maximum actual displacements are given in Table 4 for all

Fig. 7 Structural mode shapes

Table 3 Structural frequencies

Shaft
Speed

Aero.
Speed

Frequency
~Hz!

Adjusted
~Hz! Mode

62% 66% 412.09 434.5~15.44%! 1F
68% 69% 1148.45 1251.7~19.03%! 2F
68% 69% 1227.86 1251.7~11.94%! 1T
98% 100% 1770.72 1800.~11.65%! 2S

200 Õ Vol. 124, JANUARY 2002 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.124. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



resonant conditions of interest. The aerodynamic Q-factor is ob-
tained by matching the modal displacements from the computa-
tions with and without blade motion:

Q5
vo

2Ao

Fo

wherevo , Ao , andFo represent the angular frequency of vibra-
tion, the modal displacement amplitude, and modal force ampli-
tude, respectively. For the 69 percent speed case, the computation
was done with both the 1T and 2F modes and hence the damping
value is only an approximation since it includes contributions
from both modes. The following sections present the distribution
of the first harmonic of the pressure across the blade along the
chord and at 85 percent blade span and compare these with the
experimental data. The measured amplitude and phase are plotted
for two values from the two adjacent blades with an error-bar
format. When no errors-bars are present, only one measured value
from measurement was available.

6.1 1FÕ3EO Crossing. The mesh and the corresponding
steady-state Mach number contours are depicted in Figs. 8 and 9,
respectively. The input total pressure distortion is shown in Fig.
10. The steady-state pressure distribution is given in Fig. 11 which
shows the shock position at 14 percent chord. A periodic solution
was obtained after about 20 cycles of vibration by checking the
time history of the modal force. Figures 12 and 13 show the
amplitude and the phase distribution. A good prediction of the
phase distribution~Fig. 13! is obtained with blade motion, and the
measurements show good repeatability between the two blades.
The maximum computed blade vibration amplitude is about 4
mm. The computed damping~z! is estimated to be 0.0083 which
is in good agreement with the measured damping which is esti-
mated to be 0.008 for one blade and 0.01 for the adjacent blade.

The time history of the envelope of the modal displacement am-
plitude computed with and without the blade motion is shown in
Fig. 14. The prediction without the blade motion yields better
amplitude match but the phase comparison is poor. It shows
clearly that the flexibility of the blades is important for this case.
However, during the test, the resonance condition could not be
kept during a long period for such large displacements. Further
details of the blade flexibility effects are given in Figs. 15 and 16
where the first harmonic of the unsteady pressure is plotted for the
pressure and suction surfaces for both with and without motion.
The amplitude is about half for the case with motion, though
the unsteady pressure amplitude remains very high at the shock
position.

6.2 2F&1TÕ8EO Crossing. Because of the uncertainties in
the aerodynamic conditions, the unsteady loads were predicted for
three different mass flow rates for an imposed total pressure varia-
tion. Figures 17, 18, and 19 show the pressure amplitude distribu-
tion for the three cases. The result from the lowest mass flow rate
~Fig. 18! shows a better agreement but the measurement point

Fig. 8 Full assembly mesh for the 1F Õ3EO crossing case

Fig. 9 Steady-state Mach number contour for the 1F Õ3EO
crossing

Fig. 10 Total pressure distortion—1F Õ3EO crossing

Table 4 Summary of results

Aero. Speed
~%! Mode

Modal Force
~N.kg1/2!

Aero.
Q-factor

Max. Disp.
Peak-Peak~mm!

66 ~2.55 kg/s! 1F 70.0 60 4.00

69 ~3.1 kg/s! 2F/1T 27.5/86.0 44/80 0.14/2.11
69 ~2.61 kg/s! 2F/1T 41.0/87.0 52/98 0.25/2.58

100 2S 60 100 0.37
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Fig. 11 Steady-state pressure profile at 85 percent span for 1F Õ3EO

Fig. 12 Unsteady pressure amplitude for the 1F Õ3EO

Fig. 13 Unsteady pressure phase for 1F Õ3EO
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Fig. 14 Amplitude of the 1F modal displacement time history 1F Õ3EO

Fig. 15 Unsteady pressure amplitude for 1F Õ3EO without motion

Fig. 16 Unsteady pressure amplitude for 1F Õ3EO with motion
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Fig. 17 Unsteady pressure amplitude—2F&T „Case 1…

Fig. 18 Unsteady pressure amplitude—2F&1T „Case 2…

Fig. 19 Unsteady pressure amplitude—2F&1T „Case 3…
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Fig. 20 Unsteady pressure phase—2F&1T „Case 1…

Fig. 21 Unsteady pressure phase—2F&1T „Case 2…

Fig. 22 Unsteady pressure phase—2F&1T „Case 3…
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Fig. 23 2F modal displacement amplitude time history—2F&1T Õ8EO
crossing—Case 3 …

Fig. 24 1T modal displacement amplitude time history—2F&1T Õ8EO cross-
ing with motion—Cases 1 and 2

Fig. 25 2F modal displacement time history—2F&IT Õ8EO crossing with
motion—Cases 1 and 2
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Fig. 26 Unsteady pressure amplitude—2S Õ8EO

Fig. 27 Unsteady pressure phase—2S Õ8EO

Fig. 28 2S modal displacement time history—2S Õ8EO crossing
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close to the leading edge is underestimated in all cases. The pre-
dicted phase shown in Figs. 20, 21, and 22 is again in reasonable
agreement with the measured data.

The decrease of the mass flow rate will move the shock up-
stream, consequently the unsteady pressure amplitude close to the
leading edge is predicted better. This can clearly be seen by com-
paring Figs. 18 and 19. In any case, the measurements show sig-
nificant blade-to-blade differences for both the amplitude and
phase, indicating a certain amount of mistuning. Figure 23 shows
the time history of the modal displacements with and without
blade motion for Case 3. Figures 24 and 25 compare the time
history of the modal displacements amplitude for Cases 1 and 2. It
is seen from these figures that, as the mass flow decreases, the
amplitude of the forcing increases by about 50 percent for the 2F
mode but it remains unchanged for the 1T mode. However, the
aerodynamic damping decreases by about 20 percent for both
modes. The computed maximum vibration amplitudes for the 2F
and 1T modes were 0.14 mm and 2.11 mm for Case 1, and 0.25
mm and 2.58 mm for Case 2.

6.3 2SÕ8EO Crossing. The amplitude and the phase of the
predicted and measured unsteady pressures are shown in Figs. 26
and 27, respectively. The phase values are well predicted over the
first half of the blade but there is a sign discrepancy from mid-
chord. For this case, the reference transducer on Blade 1 had
failed and it is therefore very difficult to obtain the correct phase
as no reference signal is available, but the overall shape along the
chord can still be used. The predicted phase distribution shows
that the phase is nearly constant over the second half of the blade.
A comparison of the predictions with and without blade motion
shows that the unsteady loading is very similar in both cases. The
measurements seem to confirm this trend, the unsteady loading at
resonance being very close to the unsteady loading off-resonance,
though a small difference can be observed between 30 percent and
40 percent chord. Such a feature is due to the fact that the ampli-
tude of the blade motion is very small, confirmed by the low-
vibration signal from the strain gauges. The modal displacement
time histories with and without blade motion are shown in Fig. 28.
A significant difference is seen between these two cases in spite of
the corresponding unsteady pressure variations being very small.
No experimental data were available to check this finding.

7 Concluding Remarks

~i! The forced response of the ADLARF transonic fan due to
inlet distortions was analyzed for three resonant conditions. The
predicted unsteady loading was found to be in reasonable overall
agreement with available measured data for all three cases. A
number of uncertainties must be borne in mind when comparing
the results. First, the measurements are thought to exhibit blade
mistuning effects, probably due to instrumentation. Such effects
are not taken into account in the numerical model. Second, there
were some uncertainties about the aerodynamic boundary condi-
tions and some geometric details. Third, it was assumed that one
of the 8EO resonant conditions would involve two blade modes,
namely 2F and 1T. The computations showed indeed coupling
effects between the two modes.

~ii ! The computations were performed both with and without
blade motion. It was found that unsteady loading was sensitive to
blade vibration for the 2F/1T case. Consequently, the vibration
amplitude was also affected. For the 2S/8EO case, the unsteady

loading was relatively unaffected by the blade motion but the
actual vibration amplitude was sensitive to blade flexibility. Such
numerical observations emphasise the need to include the flexibil-
ity in forced response calculations. Although some cases may well
not be affected by this feature, the most straightforward way of
identifying such instances is a full analysis.
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Evaluation of Acoustic Flutter
Suppression for Cascade in
Transonic Flow
Flutter suppression via actively excited acoustic waves is a new idea proposed recently.
The high flutter frequency (typically 50–500 Hz for a fan blade) and stringent space
constraint make conventional mechanical type flutter suppression devices difficult to
implement for turbomachines. Acoustic means arises as a new alternative which avoids
the difficulties associated with the mechanical methods. The objective of this work is to
evaluate numerically the transonic flutter suppression concept based on the application of
sound waves to two-dimensional cascade configuration. This is performed using a high-
resolution Euler code based on a dynamic mesh system. The concept has been tested to
determine the effectiveness and limitations of this acoustic method. In a generic bending-
torsion flutter study, trailing edge is found to be the optimal forcing location and the
control gain phase is crucial for an effective suppression. The P&W fan rig cascade was
used as the model to evaluate the acoustic flutter suppression technique. With an appro-
priate selection of the control logic the flutter margin can be enlarged. Analogous to what
were concluded in the isolated airfoil study, for internal excitation, trailing-edge forcing
was shown to be optimal since the trailing-edge receptivity still works as the dominant
mechanism for generating the acoustically induced airloads.@DOI: 10.1115/1.1365933#

1 Introduction

Flutter suppression using active acoustic excitation is a new
idea first realized in the laboratory~@1#!. Contrary to the conven-
tional mechanical type flutter suppression devices, the acoustic
flutter suppression technique has the advantages of light weight,
and most importantly, fast response and virtually unlimited fre-
quency response range. Owing to the high flutter frequency~typi-
cally 50–500 Hz for a fan blade!, and the stringent space con-
straint in turbomachines, the acoustic flutter suppression technique
is considered in the present research as a prospective alternative.
Whether or not this acoustic means can be applied in turboma-
chines has to be evaluated. The objective of the present research,
therefore, is aimed at performing a two-dimensional investigation
which can shed some light on the effectiveness and limitations of
this acoustic method.

Acoustic control of flow instabilities recently arised as a new
research area@2#. The idea of acoustic flutter suppression origi-
nates first from the external airfoil flow study. Huang@1# has first
conducted a wind tunnel experiment to show that a fluttering air-
foil can be suppressed by the application of an actively controlled
loudspeaker system. Later Lu and Huang@3# performed a theoret-
ical analysis for incompressible flow and pointed out that the
trailing-edge receptivity, rather than the hydraulic analogy pro-
posed~@1#!, is the flutter suppression mechanism. The unsteady
airloads generated arise mainly from the acoustic/vortical interac-
tion that takes place around the sharp trailing edge. The emitted
sound wave serves as a trigger to activate the process of acoustic/
vortical wave conversion. These acoustically induced shedding
vortices must be counterbalanced by a variation of bound circula-
tion around the solid airfoil in accordance with the Kelvin’s theo-
rem. Flutter motion was then suppressed when an appropriate con-

trol phase was selected to make the acoustically induced airloads
destructively interfere with the unsteady airloads produced by the
structural oscillation.

In the incompressible flow analysis~@3#!, the acoustic wave
nature was masked since the sound speed is infinite. The induced
unsteady circulatory airloads and their relative phase lags can be
explained by way of Biot-Savart induction of the vorticity field.
For transonic flow in which the flow compressibility is essential,
the mechanism associated with the unsteady, acoustically gener-
ated airload needs to be readdressed. The questions of where the
most effective excitation location is and how phase lags are re-
lated to the induced airloads are of particular importance for the
present acoustic flutter suppression technique. This fundamental
investigation was first performed in Section 3 to address the wake
effect in a subsonic flow, and then a generic bending-torsion flut-
ter analysis of a two-dimensional cascade follows, aiming at
studying the difference in response between isolated airfoil and
cascade when excited acoustically.

Owing to the high nonlinearity of transonic flutter, the present
work adopts the time-domain approach. Airloads are evaluated by
solving the Euler equations formulated on a dynamic mesh, which
simulates a bending-torsion flutter model system. This generic
aeroelastic system was then integrated to study various problems
concerning the effectiveness of the present acoustic method. Sup-
pression of a fluttering blade row in the transonic flow is success-
fully demonstrated as an appropriate control law is selected.

Subsequent to the fundamental flow investigation and generic
flutter analysis, a cascade consisting of real engine fan blades was
examined. This blade row consists of the near-tip sections of the
P&W fan rig and the two given mean flow conditions are in the
transonic region. Acoustic control of a single-degree-of-freedom
torsional flutter was performed. Trailing-edge forcing was selected
as the internal acoustic excitation. Based on these studies, critical
comments on the key issues and limitations were given and some
suggestions for the future work were made as well.

2 Numerical Method

2.1 Aerodynamic Flow Solver. The present problem is
concerned with the acoustic/vortical wave interaction around a

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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solid moving surface. This acoustically induced vorticity produc-
tion at the trailing edge might be taken as an inviscid result, since
the role of viscosity can be accounted for via the satisfaction of
Kutta condition. Based on these arguments, Euler equations are
adopted as the governing equations to be solved. In the construc-
tion of the numerical flow solver, emphasis was placed upon the
reduction of the numerical dissipation and dispersion effects, as
well as the treatment of the boundary conditions. Special care
involving the numerical procedure of discretizing the flux terms in
a dynamic mesh system was also considered. For detailed expla-
nations please see Lu et al.@4,5#. In the following only main
features of the scheme are outlined.

2.1.1 Spatial Discretization and Time Marching.The un-
steady, two-dimensional inviscid Euler equations are expressed in
an integral conservation form,

]

]t EV
UdV1 R

S
n•Fds50. (1)

In Eq. ~1! the set of conservative variablesU and the normal flux
vectorFn5n•F are given, respectively, by the column vectors:

U5F r
ru
rv
re
G , Fn5F r~un2vn!

ru~un2vn!1pnx

rv~un2vn!1pny

re~un2vn!1pun

G (2)

whereun5u•n is the normal velocity component, andvn5vg•n
is the normal grid velocity component withnx andny defined as
the projections of the unit normaln in the Cartesianx and
y-directions. The variablesp, r, u, v, ande denote the pressure,
density, Cartesian velocity components, and specific total energy,
respectively. In closing the above governing equations, the ther-
modynamic state equation of a perfect gas is required,

p5~g21!S re2
r

2
u•uD , (3)

in which the specific heat ratio is given byg51.4.
Applying finite-volume discretization, one can approximate the

flux term by the use of an upwind flux-difference scheme~@6#! to
result in a semi-discretized system of ordinary differential equa-
tions. This system of ordinary differential equations is then inte-
grated in a time-accurate sense using the explicit three-stage
Runge-Kutta time stepping method~@7#!.

The spatial accuracy of this finite-volume discretization de-
pends on the construction of the numerical flux function specified
at the cell interface. In this study, Osher-Chakravarthy MUSCL
type upwind scheme~@7#! based on the Roe splitting~@8#! is em-
ployed. Modification~@4,5#! has been made on the interpolation of
cell interface values to improve the accuracy of the scheme. This
modified MUSCL type upwind TVD scheme, which considers the
grid nonuniformity effect, takes the following form:

Ui 11/2
2 5Ui1x i(

m
F ~z i12fs i !ã i 11/2

m

1
1

z i
~122fs i !a5 i 21/2

m G r i
m
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m
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z i
~112fs i !a5 i 21/2

m G r i
m .

The notations appearing in Eq.~4! can be found in Lu et al.@5#.
The magnitude of acoustic disturbance is usually so small that it is

very easy to be contaminated. It has been shown~@5#! that the
present improvement, Eq.~4!, is meaningful for a time-accurate
acoustic computation.

2.1.2 Surface Boundary Condition Treatment.Sound waves
emitted from a solid surface can be taken as a monopole whose
strength or volume flowrate is specified. For a cell-centered finite
volume Euler method, the physical boundary condition specified
on the surface, with or without blowing or suction, usually does
not involve directly the static pressure. Static pressure required by
the numerical method ought to be derived using momentum equa-
tions subject to the given nonpermeable or specified normal flux
condition:

~u2vg!•n5H 0 for solid wall

vv for wall with blowing or suction
(5)

in which vw is the imposed surface normal velocity which char-
acterizes the monopole strength. The density of the emitted vol-
ume flux can be extrapolated from the adjacent interior cell-
averaged values. The determination of the surface pressure,
however, must invoke the momentum equations which, as ex-
pressed in the computational domain~j,h,t!, take the form~@9#!

Ahx
21hy
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Pv5H 0 for solid wall
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]h

hxD for wall with blowing
or suction

(7)

where Ū@5(u2vg)•¹j# is the j-contravariant velocity, and
V̄v(5vvAhx

21hy
2) is the given surface volume flux. With all the

terms in Eqs.~6! and ~7! being properly treated and differenced,
]p/]n can be calculated readily, and the wall pressure can thus be
extrapolated using this gradient value and the adjacent cell-
centered quantity.

2.1.3 Inflow/Outflow Boundary Condition Treatment.At the
inflow and outflow boundaries nonreflective boundary condition
~@10,11#! treatments are employed. Unlike the external flow simu-
lations where the outer boundaries are situated far away from the
solid surface, much delicated treatments must be devised for in-
ternal flow computations to assure that the nonphysical spurious
waves would not contaminate the acoustic simulations. Both one-
dimensional and two-dimensional inflow/outflow boundary condi-
tion treatments of Giles@12# were used for the present study.
Usually one-dimensional treatment is sufficient should the bound-
aries are placed remote enough from the blade row.

2.1.4 Dynamics Grid Method.In the aeroelastic computation
the grid system must be adapted to account for the body deforma-
tion and/or the vibrational motion. Care must therefore be exer-
cised in the determination of the cell boundary velocity since the
computation of the fluxes across the boundaries would be affected
by this boundary movement. Thus, to avoid errors induced by the
mesh movement, the geometric conservation law~@13#! needs to
be incorporated in addition to the basic physical conservation laws
used.

In the previous work~@4#!, we have developed a finite volume
scheme based on a dynamic grid system. The geometric and
physical conservation laws are solved together using an explicit
Runge-Kutta time marching scheme, with appropriate cell bound-
ary velocity defined for each internal stage.
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2.2 Aeroelastic Time Marching. A typical section model
~see Fig. 1! consisting of bending and torsion modes is used for
the following investigation~see Section 4!. The aeroelastic gov-
erning equations for each blade thus read

m
d2h̄

dt2
1Sa

d2a

dt2
1Kh̄h̄5Qh̄

(8)

Sa

d2h̄

dt2
1I a

d2a

dt2
1Kaa5Qa

in which h̄ and a are the bending and torsion displacements;m,
Sa , and I a are the mass, static mass moment, and mass moment
of inertia of the typical section~per unit span!, respectively;Kh̄
andKa are the spring constants for bending and torsion motions,
andQh̄ andQa are the generalized aerodynamic forces for bend-
ing and torsion modes. In this model problem, no structural damp-
ing is included, therefore, the damping of this dynamic system,
positive or negative, comes entirely from the aerodynamic contri-
bution. Sound waves are emitted from a slot near the trailing edge
~see Fig. 1!, with the monopole strength specified or actively
actuated.

The governing equations, as appropriately nondimensionalized
~@4,9#!, can be put in a state-space form. This state-space system
can be time marched using an aeroelastic time integrator proposed
by Edwards et al.@14#. This integrator has been demonstrated
accurate and robust since full advantage of the linearity of the
structural operator has been taken.

3 Fundamental Wave Interaction Mechanism

3.1 Theoretical Background. In the previous analysis
~@3#!, the mechanism of acoustic/vortical interaction around a
sharp trailing edge and the characteristics of the induced circula-
tory and noncirculatory airloads were explained. Since the flow
analyzed was incompressible, the flow-field was therefore deter-
mined by Biot-Savart induction, leaving no actual acoustic char-
acteristics in the construct of the physical mechanism. As tran-
sonic flow is of concern, the finite sound speed is by all means
important. Important issues such as shock formation, shock move-
ment, etc., are all centered around the acoustic wave propagation
and interaction phenomenon. In fact, for the past decades the
study of transonic aeroelasticity has been benefited by improved
understanding of the shock motions~@15,16#!, in which particular
emphasis has been placed on the study of phase lag between the
driving oscillation and the induced airloads. Legitimate questions
may arise as how unsteady airloads are generated and by what

mechanism can these instability-related relative phase lags be
achieved as acoustic excitations are applied to the transonic flow.

The phenomenon of release of shedding vortices from the trail-
ing edge has been an important acoustic/aerodynamic interaction
problem in which the satisfaction of Kutta condition plays a criti-
cal role ~@17,18#!. Moreover, it has been shown in Lu and Huang
@3# that the effectiveness of the present acoustic excitation method
is also guaranteed by the satisfaction of Kutta condition at the
trailing edge. For flows having supersonic trailing edges, the
present acoustic excitation method no longer works~@9#!. This is
because that continuous smooth flow or the Kutta condition is not
required in the supersonic trailing-edge flows. This basic mecha-
nism of vortices released from trailing edge to avoid singularities
occurring at the sharp edge is common for both incompressible
and compressible subsonic flows. This so-called trailing-edge re-
ceptivity phenomenon has been understood for quite some time,
and in many cases simulated we found that specifying forcing
location closest to the trailing edge is always the best strategy,
because it can exert the largest disturbances to the trailing edge,
hence making the maximal induced unsteady airloads out of the
acoustic excitation. Another problem of concern in transonic
aeroelasticity is the phase-related upstream influence, or the role
of the acoustically generated shedding vortices, to the original
aerodynamic field. This problem has not yet been answered satis-
factorily. This sound emission associated with the motion of vor-
tical structures appears in many aeroacoustic problems which
have been analyzed with fruitful achievements~@19–21#!. In order
not to get into great confusion at the beginning, we first ignore the
presence of shock waves in the following compressible flow in-
vestigation, and focus our attention on the upstream influence pro-
vided by the shedding vortices ever since their inception from the
trailing edge.

Goldstein adopted the concept of splitting the velocity field into
a potential and a solenoidal part~@22,23#!. The acoustic wave
phenomenon in a free space is then assigned completely to the
potential part, whereas the vorticity of the flow to the solenoidal
part. By further utilizing the linearization of an initially potential
flow assumption, Goldstein@24# derived a formula that explains
the role of vortical disturbances to the acoustic field:

u5¹f1v, ¹•v50 (9a)

p852r0

D0f

Dt
,

D0

Dt
5

]

]t
1U•¹ (9b)

D0

Dt S 1

c0
2

D0f

Dt D 2
1

r0
¹•~r0¹f!5

1

r0
¹•r0v. (9c)

Equation~9c! clearly indicates that the right-hand side rotational
field works as a source term to the original irrotational mean flow.
Explicit form of v, for instance, can be determined for problems
of gust ~or vortical wave! convecting from upstream. Equations
~9a!, ~9b!, and ~9c! have been used to model the wake induced
disturbances in turbomachines~@25#! and can now lend them-
selves to the present acoustic excitation problem. The difference
between the in-flow distortion and the present problem lies in,
first, the place to determine the vortical velocityv for the present
problem is the trailing edge rather than the upstream; and, second,
unlike the gust flow problem the strength of the present trailing-
edge vorticity is not knowna priori. Nonetheless, the source term
of Eq. ~9c! identifies the role of shedding vortices as sound
sources that radiate acoustic waves to the upstream to influence
the aerodynamic field around the airfoil surface. By this token,
vorticities in the wake can be taken as downstream drifting sound
sources whose current position and connection to the trailing edge
~which determines the strength and phase of the shedding vortices
to the bound circulation! are important elements that may contrib-
ute to the phase lag of the induced unsteady airloads.

Equations~9a!, ~9b!, and ~9c!, when applied to model the
present acoustic excitation problem, are much more difficult to

Fig. 1 Schematic of typical section model with acoustic
excitation
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solve than for the in-flow distortion problem. The reason has been
illustrated before in the case of incompressible acoustic/vortical
wave conversion around the trailing edge~@3#!. The right-hand
side forcing term of Eq.~9c! is no longer given, but behaving as a
function dependent on the acoustic potentialf and closing back in
a closed-loop manner with the left-hand side acoustic operator.

The present aeroacoustic field is to be solved by a numerical
procedure directly dealing with the Euler equations. In other
words, all the potential and vortical contents of the acoustically
excited flow should be obtainable if the resolution of the numeri-
cal simulation is sufficient. Goldstein’s model is used only as a
conceptual guide to process and explain the data simulated, as
shown in the following.

3.2 Numerical Investigation. As the sound wave is emitted
from a source on the airfoil surface, there are two physical mecha-
nisms that can contribute to the disturbances: one is the emitted
acoustic wave and the other the vorticity wave shedding from the
trailing edge. The simulated numerical results do not partition
themselves into contributions associated either with the monopole
on the surface or with the vortices in the wake. Therefore, special
design must be used to split the disturbance content. An impulse
forcing case described in the following is a designed test that can
achieve this wave splitting and identification purpose.

The first numerical experiment performed is an impulse acous-
tic excitation case, in which the time instants characterizing
acoustic wave fronts sent by the forcing monopole and the shed-
ding vortices can be separated. The model considered is a
NACA64A006 airfoil in a subsonic freestream of Mach number
M`50.5 held with zero angle of attack. The sound sources are
symmetrically located atXC50.75 on both sides of the airfoil, and
the pressure history atXP50.25 on the upper surface is recorded.
The impulse forcing function selected is a half-period sine func-
tion with peak strengthQo5531023 and a durationDt50.5. In
the following discussion we will use, respectively, ‘‘symmetric’’
and ‘‘antisymmetric’’ forcings to represent in-phase and out-of-
phase harmonic excitations of the two monopole sources located
on the two sides of the airfoil. The freestream Mach number
(M`50.5) is purposely chosen to reveal the compressibility ef-
fect, while avoiding the nonlinear behavior of shock formation.

In Fig. 2 sketched the idea of time intervals characterizing sev-
eral key time periods that will be used in the following discus-
sions. The timet1 represents the elapsed time for an initial wave
front to reach the pressure recording positionXP from the forcing
monopole atXC . Time t2 , however, indicates the instant when
the downstream propagated acoustic wave first arrives at the trail-
ing edge. Vorticity wave will be generated, via the acoustic/
vortical wave conversion mechanism, ever since the instantt2 .
According to the Goldstein’s model, the upstream acoustic waves
will be emitted spontaneously accompanying the occurrence of
these shedding vortices. The first wavefront sent by this shedding
vortex can be approximated by assuming that the vortex is located
at the trailing edge. Hence, timet3 represents the time interval for
this vortex-induced sound to propagate upstream from the trailing
edge to the forcing location. In the evaluation of these time inter-
vals, the time duration for an acoustic wave to travel over a dis-
tance fromX1 to X2 can be estimated by

t5E
X1

X2 dx

uū6 c̄u
(10)

whereū6 c̄ are the mean flow sound speeds and the ‘‘6’’ sign is
selected depending on which direction the wave is propagated.
Thus, for the present case the timet1 for acoustic wave to travel
upstream fromXC to XP is approximately 0.83; the time for vor-
ticity to start shedding from the trailing edge ist250.14; and the
time t3 that the vortex-induced sound propagates upstream from
the trailing edge to the forcing location is 0.42. It is seen that the
vorticity shedding in response to the trailing-edge excitation oc-
curs much earlier than the upstream propagated acoustic front to
reach the receiving positionXP .

A symmetric forcing test is firstly performed, in which the vor-
ticity wave is absent so that the pressure recorded is caused purely
by the upstream propagated sound wave. Figure 3 shows this sym-
metrically forced pressure history~solid line!. The pressure trace
at XP is seen starting varying att5t1 , then reaching its maximum
value aroundt51.05 when the peak pressure disturbance arrives
at XP . The recorded pressure then gradually returns to its original
mean-flow value as sound waves leave the airfoil. The antisym-
metric forcing result is also plotted in Fig. 3. The pressure history
~open circle! is seen first coincident with that of the symmetric
case, and then departs att5t11t21t351.4, reaches its second
local maximum at t52.1, and returns to the mean value
asymptotically.

In the antisymmetric forcing test, vorticity is shed from the
trailing edge after the instancet2 , but the pressure recorded atXP
is seen nearly unchanged as compared to the symmetric forcing
case until t51.4, the instant that the vortex-induced upstream
propagated acoustic wave first reachesXP . Thus, the way that
vorticity disturbs the aerodynamic flow-field indeed follows the
Goldstein’s theoretical model.

The induced lift can better be presented using circulatory infor-
mation. Figure 4 illustrates the lift coefficient and the bound cir-
culation histories induced. Symmetric forcing yields no net load-
ing nor circulation around the airfoil, contrary to the
antisymmetric forcing case in which both airload and circulation
are produced. Note that the peak circulation occurs aroundt
50.3, but the upstream pressure recording point does not detect at
this moment the downstream activity of vorticity production. This
signifies the finite sound speed effect in the compressible flow and
affirms that the upstream pressure disturbances are associated en-
tirely with the acoustic waves.

The split of the two pressure traces~see Fig. 3! beyondt51.4
shows the effect contributed by the wake vorticity. Not only the
magnitude differs but also the peak shifts. This peak shift phe-

Fig. 2 A schematic illustrating the different time intervals
characterizing the wave interaction phenomenon

Fig. 3 Pressure histories induced by impulsive excitations on
a NACA64A006 airfoil. „M`Ä0.5, aÄ0, QoÄ5.0E-3, DtÄ0.5, XC
Ä0.75, XPÄ0.25; : symmetric forcing, and s: asymmetric
forcing ….
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nomenon~aroundt52! implies that the wake can alter the phase
of the pressure and hence the resultant forces acting on the airfoil.
This reaffirms the conclusions obtained in the incompressible
analysis. Acoustic wave acts indeed as a trigger rather than a
control force for the present acoustic control technique. Phase
shift is attributed to the acoustically induced vorticity which, un-
der appropriate manipulation, can result in destructive interference
to suppress the flutter instability.

4 Optimal Forcing Location Study
The following numerical experiment is designed to find the

optimal forcing location for the cascade blade row and the isolated

airfoil. The acoustic forcing model is a surface harmonic mono-
pole, with strength defined byQ(t)5sin(vt), v50.4. The isolated
airfoil case considers an externally unbounded NACA0006 airfoil
in a freestream (M`50.85) with zero angle of attack, whereas the
cascade case simulated is a nonstaggered NACA0006 blade row

Fig. 4 Lift coefficient and circulation histories induced by
asymmetric impulsive excitation on a NACA64A006 airfoil „M`

Ä0.5, aÄ0, QoÄ5.0E-3, DtÄ0.5, and XCÄ0.75…

Fig. 5 Steady-state pressure and Mach number distributions
on a NACA0006 airfoil „M`Ä0.85, aÄ0…

Fig. 6 Steady-state pressure and Mach number distributions
on a NACA0006 cascade „M`Ä0.85, aÄ0, p eÄ1.10p ` , GÄ1.0,
and sÄ0 deg …

Fig. 7 Acoustically induced unsteady „a… life and „b… pitching
moment coefficient histories on a NACA0006 cascade „M`

Ä0.85, aÄ0, p eÄ1.10p ` , GÄ1.0, QÄQo sin vt, QoÄ5.0E-3, and
vÄ0.4…

Fig. 8 Acoustically induced unsteady „a… lift and „b… pitching
moment coefficient histories on a NACA0006 airfoil „M`

Ä0.85, aÄ0, QÄQo sin vt, QoÄ5.0E-3, and vÄ0.4…
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subjected to the following conditions:M`50.85, solidity51.0,
zero incident angle,pe51.10p` , in which pe is the back static
pressure specified at four chordlengths downstream from the trail-
ing edge.

Figures 5 and 6 show the mean flow and wall pressure distri-
butions associated with the isolated airfoil and the cascade, re-
spectively. It can be seen that these two flow-fields are quite dif-
ferent, indicating the effects of blade row and the adverse pressure
gradient existing in the turbomachine.

There are five locations that are selected for imposing acoustic
excitations, as shown in Figs. 5 and 6. In the cascade case, these
five excitation locations areXC50.95 ~near trailing edge!, XC
50.83 ~near shock root!, XC50.51 ~in between shock root and
sonic point!, XC50.19 ~near sonic point!, and XC50.09 ~in be-
tween sonic point and leading edge!. In the isolated airfoil case,
however, the five locations selected for the zones as described in
the cascade case areXC50.95, 0.38, 0.21, 0.10, and 0.05. In Figs.
7 and 8 illustrated the lift and pitching moment coefficient histo-
ries of the acoustically induced airloads for the cascade and the
isolated blade, respectively. It is seen that trailing edge is the most
effective forcing area and trailing-edge receptivity still holds true
for both configurations.

5 Generic Flutter Control Investigation

5.1 Acoustic Flutter Suppression Test. Suppression of a
flutter instability using active acoustic excitation has been shown
possible for an isolated airfoil~@4#!. As this acoustic technique is
to be extended to the cascade flow, some modifications have to be
considered. Conceptually, an internal cascade flow possesses
much complex wave phenomena than does an externally un-
bounded isolated airfoil flow. Waves can be reflected back and
forth in a cascade passage and the neighboring oscillating blades
might act as additional sound sources. These extraneous sound
sources are in general not synchronous when interblade phase
angles are present.

To address these special problems regarding the suppression of
a fluttering cascade, we use in the following a bending-torsion
aeroelastic model. The readers may refer to Bendikson and Hsiao
@26# for a detailed description of the structure model and the non-
menclacture involved. Here the fluttering cascade adopted for ex-
amination has no stagger angle, vibrating with 180-deg interblade
phase angle in a mean flow as defined previously in Section 4.
Figure 9 shows the responses when active acoustic excitation is
applied. It is observed that although the flutter boundary has been
exceeded for 20 percent, the instability can still be suppressed as
an actively controlled acoustic excitation is applied.

Experiences gained previous~@4#! indicate that the feedback
control logic design is very crucial. The present control logic is
defined in relation to the torsional response:

Q~ t !5Ga•a~ t2t! (11)

in which Ga is the control gain which determines the amplitude of
the source strength. The time delayt in Eq. ~11! can be converted
into phase angle in the frequency domain. The flutter frequency
and damping ratio are determined using the model identification
technique~@27#!

Xi~ t !5ai ,01(
j 51

m

es i t@ai , j cos~v j t !1bi , j sin~v j t !#

i 51,2, . . . ,m. (12)

Figure 10 shows whether a fluttering cascade can be suppressed
when varying the control gain phase. For the present case, the
most effective control law is found with the in-phase feedback
gain,f50. A positive damping rate appearing between 90 deg,f
,315 deg means that the original flutter instability is enhanced,
indicating that a wrong choice of control gain phase will lead to a
reversed and dangerous situation.

5.2 Acoustic Energy Supply. How much acoustic energy
ought to be supplied for flutter suppression is a problem con-
cerned in the practical design of the acoustic actuator system. It
was concluded in the previous investigation~@4#! that an effective
suppression can only be achieved when the flutter amplitude is
small. This constraint simply comes from the nature of the acous-
tics, namely, the pressure fluctuation of a sound wave is in general
very small. Here we use the energy content to measure the power
consumption of the acoustic device used:

Fig. 9 Transient response for acoustically suppressed flutter
at M`Ä0.85, amÄ0.0 deg, p eÄ1.10p ` , sÄ180 deg, GÄ1.0,
mÄ192.0, ahÄÀ0.24, vh ÕvaÄ1.0, V*Ä1.2VF* , r aÄ0.4735, Xa

Ä0.076, GaÄ0.5, fÄ0, XCÄ0.95; „a… plunging mode and „b…
pitching mode „ :open-loop no-control solution, and :
closed-loop acoustical-control solution …

Fig. 10 Damping rate versus phase angle using close-loop
feedback control on NACA0006 cascade „M`Ä0.85, am
Ä0 deg, p eÄ1.10p ` , sÄ180 deg, GÄ1.0, mÄ192.0, ahÄÀ0.24,
vh ÕvaÄ1.0, V*Ä1.2VF* , r aÄ0.4735, XaÄ0.076, GaÄ0.5, and
XCÄ0.95…
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whereE and I are the acoustic energy and acoustic flux vectors,
respectively,~@22#!. This relationship describes the energy con-
tents of the stored acoustic energy in the control volume,* EdV,
the energy flux across the control surfaces,rSI•nds, and the
acoustic energy supplied from a monopole source located on the
solid surface,( i pi8Qi .

The case simulated is the same cascade studied in Section 5.1,
except that the reduced velocity is ten percent above the flutter
boundary. The power supplied as acoustic control is switched on
is illustrated in Fig. 11. The maximum amplitude of the power
required, as nondimensionalized byp`a`c ~a` sound speed,c
chord length!, is around 331026. For a flight altitude of 104 m, a
blade of 0.5 m in chord length demands a sound generator that can
supply, approximately, 8-Watt power output per unit span~meter!.
This power consumption level is encouraging, however, it should
be noted that the losses are not accounted for in this evaluation. To
have a closer view of the sound source strength used, we can take
a look of the averaged normal velocityv̄v around the monopole.
The maximum averaged velocity fluctuation found for the present
case is about 3 m/s. This forcing amplitude is comparable to those
applied in a low-speed wind tunnel investigation of separated flow
control ~@28#!. Although this velocity fluctuation level was shown
achievable using a loud speaker system in the laboratory, there
still exist many difficult tasks in the practical actuator design
when an internal turbomachinery environment is considered.

6 Internal Acoustic Excitations of a Fan Cascade
Based on the study performed in Section 4, and the intention to

make the number of parameters to be investigated tractable, the
numerical simulations carried out in the following will be done
using trailing-edge excitation as the internal acoustic forcing. The
coordinate system, the cascade flow configuration, and the mean
flow and wave directions are illustrated in Fig. 12.

The test article is a linear cascade consisting of a row of blades
whose profile is illustrated in Fig. 13. This is a near-tip section of
a fan rig provided by Pratt and Whitney. Each blade is vibrating
torsionally around a center of twist located 1.704 chord down-
stream from the blade trailing edge, as shown in Fig. 12. The
blade is so rigid that it can be assumed that the flutter frequency is
equal to the natural torsional vibration frequency of 180.8 Hz.
Other geometrical parameters chosen are stagger angleQ560.59
deg and gap ratioG50.736. The torsional vibration anglea rela-

tive to the steady-state mean angle of incidenceam is a5am

1ao sin(vt), in which the amplitudeao is assumed to beao
50.005 rad.

In the following there will be two mean flow conditions termed,
respectively, Case A and Case B, that are to be investigated. The
freestream Mach numberM` , inflow stream angleV2` and exit
to freestream pressure ratiope /p` are defined as follows:

M` V2` pe /p`

Case A 0.9848 68.54 deg 1.3408
Case B 0.7820 68.54 deg 1.164

6.1 Steady-State Mean Flow. Both Case A and Case B
flow-fields were simulated using a grid system depicted in Fig. 14.

Fig. 11 Acoustic energy supply histories of an acoustically
suppressed flutter motion „NACA0006 cascade, M`Ä0.85, am
Ä0.0 deg, p eÄ1.10p ` , sÄ180 deg, GÄ1.0, mÄ192.0, ah

ÄÀ0.24, vh ÕvaÄ1.0, V*Ä1.1VF* , r aÄ0.4735, XaÄ0.076, Ga

Ä0.5, fÄ0, and XCÄ0.95…

Fig. 12 Two-dimensional transonic cascade configuration

Fig. 13 P&W fan blade profile

Fig. 14 Grid system of P&W TS33 Cascade „120Ã40 cells per
passage …
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The grid topology adopted is the H-type. There are totally
120340 cells used per blade passage which extends one
chordlength to the up and downstream, respectively.

The steady-state flow-fields are illustrated in Figs. 15 and 16. In
both flows, a bubble-type supersonic zone is found embedded
around the leading edge. The shock is weak and the trailing edge
is subsonic which together make the flow-field susceptible to
acoustic forcing, as inferred from the previous studies.

6.2 Internal Acoustic Forcing. First, we evaluate the forc-
ing location effect by placing surface monopole atXC50.98, 0.56
and 0.105, representing respectively forcing at trailing-edge, mid-
cord, and leading-edge areas. The results of acoustically induced
lift and pitching moment histories are shown in Figs. 17 and 18
for the two tested cases. In these simulations, the acoustic forcing
is assumed in-phase for each blade while the blades were all held
still. Therefore, only one blade passage is required for the com-
putation and the periodic boundary condition was enforced along
the corresponding cells distributed on the lateral boundaries.
Analogous to the previous NACA0006 test cases, trailing edge
stands out to be the best forcing location which indicates that

trailing-edge receptivity is the mechanism responsible for gener-
ating acoustically induced bound circulation around the blade.

Shock excursion in transonic flow plays a central role for the
nonlinear effect in transonic aerodynamics~@15#!. Acoustic exci-
tation was shown capable of moving the shock waves~@9#!. To

Fig. 15 Mach number contours of P&W TS33 Case A „M`

Ä0.9848, VÀ`Ä68.54 deg, GÄ0.736, QÄ60.59 deg, and
p eÄ1.3408p `…

Fig. 16 Mach number contours of P&W TS33 Case B „M`

Ä0.782, VÀ`Ä68.54 deg, GÄ0.736, QÄ60.59 deg, and
p eÄ1.1646p `…

Fig. 17 Unsteady „a… lift and „b… pitching moment variations
induced by acoustic excitation on P&W TS33 Case A cascade
„M`Ä0.9848, VÀ`Ä68.54 deg, GÄ0.736, QÄ60.59 deg, sÄ0
deg, p eÄ1.3408p ` , Q„t …ÄQo sin vt, QoÄ5.E-3, and
vÄ0.64458…

Fig. 18 Unsteady „a… lift and „b… pitching moment variations
induced by acoustic excitation on P&W TS33 Case B cascade
„M`Ä0.782, VÀ`Ä68.54 deg, GÄ0.736, QÄ60.59 deg, sÄ0
deg, p eÄ1.1646p ` , Q„t …ÄQo sin vt, QoÄ5.0E-3, and
vÄ0.62497…
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move the shock acoustically, it was found that there are two fun-
damental mechanisms that can lead to shock movement. The first
is the acoustically induced circulation that rotates the whole flow-
field including the displacement of the shock. The second is the
modulation of the pressure ahead or behind the shock by a direct
impingement of the acoustic wave on the shock. The shock excur-
sion traces caused by acoustic forcing on the Case A and Case B
cascades are shown in Figs. 19 and 20, respectively. In Fig. 19,
trailing-edge forcingXC50.98 is most effective in moving the
shock wave, while in Fig. 20 it shows that, for Case B cascade,
forcing at XC50.105 is the best. The reason why forcing atXC
50.105 in the Case A cascade is not as effective as in the Case B
cascade is that, in the Case A excitation the forcing location is in
the upstream of the shock root. Regarding moving shock wave by
impinging acoustic wave from ahead or behind the shock root,
downstream modulation of the back pressure is found compara-
tively much effective~@9#!.

Trailing-edge forcing, in general, can produce the largest
amount of acoustically induced airloads. No matter where the su-
personic bubble may occur in the transonic flow, trailing-edge
forcing and the mechanism of acoustic/vortical conversion is al-
ways the dominant factor. Due to the robustness of trailing-edge
forcing which works well for a wide range of Mach number ap-
plication, it is recommended that the optimal place for implement-
ing internal acoustic excitation be the trailing edge of the airfoil or
the blade row.

6.3 Flutter Analysis of P&W Fan Cascade. The effect of
interblade phase angles is analyzed for the present vibrating cas-
cade flow. The interblade phase angles simulated were 0 deg,
6180 deg,6120 deg,690 deg, and660 deg. These interblade
phase angle simulations call for a computational domain of 1, 2, 3,
4, and 6 blade passages, respectively. Periodic boundary condition
implementation hence was enforced on the outmost lateral bound-
aries of the computational domain.

Flutter instability is examined by a forced-response type simu-
lation. The blades were given with preassigned vibrational fre-
quency and interblade phase angles. The turbomachinery blades
are usually very rigid, so the flutter frequency can be assumed
known and equal to the blade natural frequency. The torsion vi-
bration is hence defined as a harmonic oscillation around the
steady-state mean angle of incidence. The amplitude of oscillation
was set to beao50.005 rad. Work per cycle done by unsteady
airloads can thus be obtained which are shown in Figs. 21 and 22.
Both Case A and Case B simulations predict a stable system as
indicated by the negative work per cycle over the simulated inter-
blade phase angle range. The more negative the work per cycle,
the more stable the cascade is. The in-phase~s50! vibration is
shown most prone to flutter instability due to the narrowest mar-
gin from the zero-work line.

6.4 Internal Acoustic Flutter Suppression. Since active
control is considered in the present acoustic flutter suppression,

Fig. 19 Unsteady shock motion induced by acoustic excita-
tion on P&W TS33 Case A cascade „M`Ä0.9848, VÀ`

Ä68.54 deg, GÄ0.736, QÄ60.59 deg, sÄ0 deg, p eÄ1.3408p ` ,
Q„t …ÄQo sin vt, QoÄ5.0E-3, and vÄ0.64458…

Fig. 20 Unsteady shock motion induced by acoustic excita-
tion on P&W TS33 Case B cascade „M`Ä0.782, VÀ`

Ä68.54 deg, GÄ0.736, QÄ60.59 deg, sÄ0 deg, p eÄ1.1646p ` ,
Q„t …ÄQo sin vt, QoÄ5.0E-3, and vÄ0.62497…

Fig. 21 Work per cycle versus interblade phase angle for a
torsional vibrating cascade of P&W TS33 Case A „M`Ä0.9848,
aÄam¿ao sin vt, amÄ0.1388, aoÄ0.005 rad, and vÄ0.64458…

Fig. 22 Work per cycle versus interblade phase angle for a
torsional vibrating cascade of P&W TS33 Case B „M`Ä0.782,
aÄam¿ao sin vt, amÄ0.1388, aoÄ0.005 rad, and vÄ0.62497…
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the monopole strength should vary in response to the motion or
states detected. For the present single-degree-of-freedom torsion
oscillation, the control law assumed for a blade havingns inter-
balde phase angle is of the form

Q~ t !5Ga@a~vt1ns1f!2am# n50,1,2,3 . . . (14)

in which Ga is the gain amplitude andf the gain phase of the
control logic. In the following acoustic control simulations we use
Ga50.5 which amounts to a forcing amplitude ofQo52.5
31023. The interblade phase angle of the acoustically excited
flow remains unchanged when this control logic is applied. Here
we chose a 60 deg interblade phase angle as an example, and the
simulated acoustic control results are shown in Figs. 23 and 24.

It was not surprising that the gain phasef is very critical to the
stability of the dynamic system. For both test cases, the stabilizing
phase resides between 170 deg,f,350 deg. The most effective
phase is aroundf5270 deg. From the data depicted in the illus-
trations, the flutter margin can be enlarged 70–80 percent suppose
an optimal gain phase~f'270 deg! is selected. This observation
basically agrees with what were found in the low-speed analysis

~@3#!. The gain phase controls the stability of the acoustically ex-
cited system, whereas the gain amplitude controls the decaying or
growing rate of the response motion.

7 Conclusions
The phenomenon of acoustically excited transonic cascade flow

and the use of acoustic wave to suppress flutter instability are
investigated numerically. The generation of the acoustically in-
duced airloads is found mainly governed by the trailing-edge re-
ceptivity mechanism, a phenomenon that has been well elucidated
in the incompressible flow analysis. The role of the shedding vor-
tices in compressible flow was first explained conceptually using
Goldstein’s model, and then quantitatively checked via a specially
designed impulse forcing numerical experiment. Sound emitted by
the wake vortices not only changes the magnitude but also modi-
fies the phase lag of the induced airloads. With this fundamental
understanding gained, a generic bending-torsion flutter test was
conducted for a cascade having 180-deg interblade phase angle.
Flutter instability is shown suppressed as actively controlled
acoustic excitation is applied.

A real fan blade row was used to examine the feasibility and
limitations pertaining to the present acoustic method. Trailing-
edge forcing was taken as the representative internal excitation
scheme. It is found that, as appropriate control phase is employed,
internal acoustic excitations can stabilize the fluttering motion.
Analogous to the isolated airfoil result, trailing edge is still the
optimal internal forcing location for the cascade. The challenge
posed on the internal excitations, therefore, lies in the hardware
design and manufacturing of the sensor and actuator systems. The
sensor must be very sensitive so as to capture the instability in the
early stage. The actuator, on the other hand, must be fast respon-
sive and small enough so that it can be housed within a narrow
space around the trailing-edge area.
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In-Cylinder Pressure
Reconstruction Based on
Instantaneous Engine Speed
Signal
This paper presents an original methodology for the instantaneous in-cylinder pressure
waveform reconstruction in a spark-ignited internal combustion engine. The methodology
is based on the existence of a linear correlation, characterized by frequency response
functions, between in-cylinder pressure and engine speed signals. This correlation is
experimentally verified and evaluated by simultaneous measurements of the above-
mentioned quantities. The evaluation of different frequency response functions, one for
each steady-state condition investigated, allows recovering the pressure waveform even
under other engine running conditions (i.e., transients). In this way, during on-board
operation, the pressure waveform could be recovered using only the engine speed signal,
already present in current production electronic control units. In this paper the signal
processing methodology and some experimental results, obtained during transient tests,
are presented. The methodology could be interesting for the development of advanced
engine control strategies aimed at the management of the torque generated by the engine.
As an example, traction control in drive-by-wire systems could be a possible challenging
application. The in-cylinder pressure reconstruction performed using the frequency re-
sponse functions, in fact, allows the evaluation of the indicated torque. An important
characteristic of this methodology is, furthermore, the diagnostic capability for the com-
bustion process, that is guaranteed by the linear correlation between in-cylinder pressure
and instantaneous engine speed waveforms. Also in presence of a misfiring cylinder, when
the instantaneous engine speed waveform is strongly affected by the absence of combus-
tion, the reconstructed in-cylinder pressure shows a good agreement with the measured
one. The experimental tests have been conducted in a test cell using a four-cylinder
production engine. It has to be noted, anyway, that the same methodology can be applied
to engines with a higher number of cylinders.@DOI: 10.1115/1.1391430#

Introduction
The cycle-by-cycle and cylinder-by-cylinder pressure wave-

form knowledge is a very important information that could have
several applications both for engine control and diagnosis. Many
researchers~@1–7#! have developed methodologies for the estima-
tion of torques~indicated, load, friction, and accessories! acting
on the engine shaft, in order to enhance a new class of engine
control systems aimed at the optimal management of the engine
torque. Other studies~@8#! demonstrate the possibility to estimate
the air-fuel-ratio of the mixture introduced into the cylinder by
analyzing the pressure waveform during combustion, thus allow-
ing a finer mixture control. Another application is represented by
the diagnosis of abnormal combustion~i.e., presence of misfire!
that could be achieved simply by the analysis of the recovered
pressure waveform in each cylinder.

The realization of these different control and diagnostic features
is related to the quality and accuracy of the recovered pressure
waveform, some of them requiring only the low-frequency con-
tent of the signal to be reconstructed. The methodology proposed
in this paper allows the reconstruction of the pressure signal up to
the 12th harmonic order with respect to the engine cycle. Such
pressure reconstruction can be successfully used, as reported in
the result section of this paper, to diagnose abnormal combustion
or for misfire detection. In addition, the evaluation of the indicated

torque produced by the engine can be performed with an accuracy
that is sufficient for torque-based engine control systems. The au-
thors are actually working on these control and diagnostic appli-
cations.

General Considerations for In-Cylinder Pressure Esti-
mation

Several researchers have demonstrated the feasibility of the
pressure waveform estimation using information based either on
the engine block vibration or on the engine speed signals~@1–5#!.
The authors have presented some results using both the recon-
struction methodologies. Anyway, it has been verified the impos-
sibility of using the knock accelerometer, already present on board
the vehicle, to measure the interesting frequency content of the
engine block vibration signal. The frequency range of interest for
knock detection~high frequencies! is, in fact, totally different
from the one needed to perform the in-cylinder pressure recon-
struction ~low frequencies!. The low-cost knock accelerometer
sensor gives a low signal-to-noise ratio in the low-frequency
range and, sometimes, its position is not optimized for the pres-
sure reconstruction, thus requiring a specific sensor for this pur-
pose. The need to reduce as much as possible the costs of the
control instrumentation on board the vehicle forces the selection
of the pressure reconstruction methodology based on the engine
speed signal analysis, being this signal already available in a mod-
ern engine control unit.

Some considerations have to be done in order to understand
how the methodology can recover the pressure waveform starting
from the engine speed signal. These considerations are reported in
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CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
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the following and are related to a four-cylinder in-line 1.6-liter
engine architecture, even if general considerations for engine with
different number of cylinders can be extrapolated.

The in-cylinder pressure can be thought, in our approach, as the
sum of two different contributions: the pressure variations due to
the piston movement and the ‘‘combustion pressure’’ due to the
combustion phenomenon. The first term is the pressure that could
be measured inside the cylinder if the engine is motored, i.e., if
there is no combustion. The second term could be evaluated, by
definition, by computing the difference between the in-cylinder
pressure measured during firing and motoring operating condi-
tions: it represents what is added to the pressure waveform by the
combustion process, with respect to the corresponding motoring
operating condition. In Fig. 1 the in-cylinder pressure for a firing
cycle and the corresponding two terms are reported.

A more detailed analysis can be done about these two terms
focusing on the engine cycle portion when the compression, com-
bustion and expansion occur~about one engine rotation!. The first
term, introduced in the preceding paragraph, is function of the
actual engine operating conditions since it depends on the mass
inside the cylinder and, thus, on the in-cylinder pressure and tem-
perature at the beginning of the compression phase, when the
intake valves close. Its waveform can be modeled as a polytropic
process~pVn5constant withn51.32 during compression andn
51.27 during expansion~@9#! for each operating condition, using
as starting point the in-cylinder pressure when the intake valves
close. This pressure waveform can then be mapped over the en-
gine operating range and stored in memory, allowing the evalua-
tion of this first term under any engine operating condition. In
order to perform the in-cylinder pressure reconstruction, the only
unknown term is now the ‘‘combustion pressure,’’ that, as it can
be noted in Fig. 1, is different from zero, for each cylinder, only in
a limited portion of the cycle. This portion lasts approximately
180 deg, corresponding roughly to the expansion phase, taking
into account the presence of the spark-advance and the exhaust
valves opening before the BDC.

In a multicylinder engine the sum of the indicated torques of
the various cylinders is the main physical effect that determines
the dynamic behavior of the engine crankshaft and, thus, of the
instantaneous engine speed. For each cylinder the pressure wave-
form in a cycle determines the instantaneous indicated torque rela-
tive to that cylinder, taking into account the crank-slider mecha-
nism kinematics. As an example, Fig. 2 reports the pressure and
the corresponding indicated torque waveforms for cylinder num-
ber 1, during an engine cycle.

In Fig. 3 the overall instantaneous indicated torque during an
engine cycle for the four-cylinder engine under study is reported.
Because of the engine multicylinder architecture only in a partial

interval of the engine cycle~in this case in the angular range 340
deg4520 deg! the correspondence between the single cylinder
indicated torque and the overall indicated torque is verified. The
contribution of the other three cylinders in terms of indicated
torque can be in fact considered negligible over this engine cycle
portion. This observation is very important for our purposes, since
the direct physical relationship between the instantaneous engine
speed and the pressure waveform in one cylinder is limited to a
partial angular sector of the engine cycle. The main consequence
of the preceding considerations is that the reconstruction of the
‘‘combustion pressure’’ has to be limited to an angular sector of
180 deg~for a four-cylinder engine!. If the engine has less than
four cylinders, the angular sector used for the reconstruction is
still 180 deg, since the ‘‘combustion pressure’’ to be recovered is
defined only in that sector. If the engine has more than four cyl-
inders, the angular sectors corresponding to the expansion phases
in the various cylinders are superimposed, thus limiting the pos-
sibility to recover the whole ‘‘combustion pressure.’’ In a six-
cylinder engine, for example, the angular sector that can be used
for each cylinder for the ‘‘combustion pressure’’ reconstruction is
at most 120 deg. For higher number of cylinders a more detailed
analysis is required.

The second main consideration is related to the necessity of
reducing the distortion on the instantaneous engine speed due to
the reciprocating mass inertial torque. This effect is mainly evi-
dent at high engine speeds, because the inertial torque can be
modeled as a function of the crank-slider mechanism kinematics,
of the equivalent reciprocating mass~that takes into account the
masses of pistons, piston rings, connecting rods! and of the square
power of the engine speed. Some researchers~@10#! have pointed
out the importance of taking into account the effects of this recip-
rocating inertial torque when the instantaneous dynamic behavior
of an internal combustion engine is to be analyzed. In Fig. 4 the
waveform of the instantaneous reciprocating mass inertial torque
in a cycle due to all the four cylinders, when the engine is running
at a mean speed of 2000, 3000, and 4000 rpm is reported. It is to

Fig. 1 In-cylinder pressure with and without combustion and
‘‘combustion pressure’’ when the engine is running at 2000 rpm
at full load

Fig. 2 Pressure and indicated torque waveforms in a cycle for
a single cylinder

Fig. 3 Instantaneous indicated torque waveforms in a cycle in
the four cylinder engine under study
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be noted that the mean value of this reciprocating torque is equal
to zero: when the attention is devoted to the cycle mean value
dynamic behavior of the engine it is then possible to neglect its
influence.

The comparison between Figs. 3 and 4 is very interesting: It can
be noted that the reciprocating mass inertial torque has positive
values in correspondence of the final part of the compression
stroke of each cylinder, when the indicated torque is negative. The
sum of the indicated and reciprocating mass inertial torque in this
angular range~for example, from about 300 deg to 360 deg! can
assume positive values as the engine speed increases. In a similar
way, during the first 90 deg of the expansion stroke, even if the
indicated torque has a positive value, the sum of the indicated and
reciprocating torques can yield a negative value, at high speed.
The overall effect is that, when the engine is running at steady-
state and low speed, the reciprocating mass inertial torque does
not significantly influence the instantaneous engine speed varia-
tions, while at high engine speed its influence is so strong that the
instantaneous engine speed variations are mainly due to it. Due to
this influence, at high speed, the instantaneous engine speed pre-
sents fluctuations in the opposite direction with respect to the
instantaneous indicated torque waveform. In Fig. 4 the quadratic
relationship between the engine speed and the reciprocating mass
inertial torque is very clear. The higher the engine speed, the
lower the correlation between the instantaneous indicated torque
and the instantaneous engine speed.

To assure a high correlation between these two signals an en-
gine speed pre-processing technique is used~@10#! to remove from
the measured instantaneous engine speed the effects of the recip-

rocating mass inertial torque, thus obtaining a ‘‘synthetic’’ engine
speed that is strictly related to the indicated torque. Figure 5
shows some experimental data measured in a four-cylinder engine
during a single cycle when the engine was running at a relatively
high speed~4000 rpm!. The thick line is the measured engine
speed, while the thinner one is the ‘‘synthetic’’ speed. It is very
clear the completely different waveform of the two speeds, and it
is also evident that the ‘‘synthetic’’ waveform is physically corre-
lated with the indicated torque, considering that the top dead cen-
ters ~TDC! of the four cylinders are reported in Fig. 5.

The Combustion Pressure Recovery Methodology
As it has been shown in the preceding section, the correlation

between pressure and ‘‘synthetic’’ engine speed for each cylinder
is limited to an angular range of about 180 deg, corresponding
roughly to the expansion phase, large enough to reconstruct the
‘‘combustion pressure.’’ On the other hand it has been noted that a
polytropic process model, using as starting point the in-cylinder
pressure when the intake valve is closing, can very well describe
the motored in-cylinder pressure waveform during compression
and expansion phases. Analyzing the data acquired in a large num-
ber of engine tests with the engine running under different steady-
state conditions, it has been noted that the in-cylinder pressure
when the intake valve is closing is strictly dependent on the intake
manifold pressure and the mean engine speed~see Fig. 6!.

The mapping of this value on the engine operating range allows
thus to recover the pressure waveform due to the piston motion
for each engine operating condition. The ‘‘combustion pressure’’
has then to be added to this pressure waveform in order to obtain
the whole in-cylinder pressure waveform.

The basic idea for the ‘‘combustion pressure’’ reconstruction is
to evaluate a map of frequency response functions that represent
the correlation between the instantaneous ‘‘synthetic’’ engine
speed and the ‘‘combustion pressure’’ over the whole engine op-
erating range. In order to highlight the ‘‘combustion pressure’’
information hidden in the ‘‘synthetic’’ speed signal an original
signal processing procedure has been developed. The relationship
between the ‘‘synthetic’’ speed and the torques acting on the en-
gine crankshaft can be written as

Ti~ t !2TL~ t !2Tf~ t !5Jüs~ t !. (1)

If there is no ‘‘combustion pressure,’’ i.e., if a misfire occurs,
for example in the cylinder number 1, the ‘‘synthetic’’ engine
speed is affected by this malfunctioning condition:

Ti misf~ t !2TL~ t !2Tf~ t !5Jüs misf~ t !. (2)

The difference between the torques acting on the shaft in these
two situations is reported in Eq.~3!. It is mainly due to the ‘‘com-
bustion pressure’’ inside cylinder number 1, under the hypothesis

Fig. 5 Measured and ‘‘synthetic’’ engine speed at 4000 rpm
and full load, for the four-cylinder in-line engine under study

Fig. 6 Three-dimensional surface of the in-cylinder pressure
when the intake valve is closing

Fig. 4 Instantaneous reciprocating mass inertial torque wave-
forms in a cycle in the four-cylinder engine under study at
2000, 3000, and 4000 rpm
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that the difference in the friction torque due to the relative motion
between piston and cylinder walls in these two situations can be
neglected.

DTi~ t !5Ti~ t !2Ti misf~ t !

5Ar~p~ t !2pmisf~ t !! f crank~ t !5Arpcomb~ t ! f crank~ t ! (3)

Using Eqs.~1!, ~2!, and ~3! it is then possible to obtain an
estimation of the effects of the ‘‘combustion pressure’’ on the
‘‘synthetic’’ speed:

Ar~pcomb~ t !! f crank5DT~ t ! i5Jüs~ t !2Jüs misf~ t !5JDüs~ t !.
(4)

Equation~4! highlights that the ‘‘combustion pressure’’ is di-
rectly correlated to the quantityDüs(t) that is related to the dif-
ference between the actual ‘‘synthetic’’ engine speed and the
‘‘synthetic’’ engine speed that would have been measured in case
of misfire. It is evident that the knowledge of the ‘‘synthetic’’
speed in case of misfire is required to evaluateDüs(t), that is
necessary both to identify the frequency response functions and to
recover the ‘‘combustion pressure.’’ A possible procedure to de-
termine the ‘‘synthetic’’ speed in case of misfire is to calculate it,
once and for all, at each engine operating condition by the knowl-
edge of the motored in-cylinder pressure~see Eq.~5!!. The wave-
form obtained is then stored in memory for each engine running
condition, to be used in the pressure reconstruction step.

u̇s misf~u!5E du̇s misf~u!

5E ~du̇s~u!2d~Du̇~u!!!

5 u̇s~u!2E DT~u!

Ju̇
du

5 u̇s~u!2E Ar~p~u!2pmisf~u!! f crank~u!

Ju̇
du (5)

Another possibility to evaluate the ‘‘synthetic’’ speed in case of
misfire is to cause some misfires at each monitored engine running
condition and to measure the engine speed. The waveforms ob-
tained can then be stored in memory. The approach used in the
present work is the first one, using Eq.~5!, since it is simpler and
quicker, requiring less experimental work.

In Figs. 7 and 8 the waveform of the measured in-cylinder
pressure and the corresponding ‘‘synthetic’’ engine speed when
the engine is running at 3000 rpm at full load are shown. In the
same two figures the waveform of the pressure without combus-
tion and the ‘‘synthetic’’ engine speed in this last situation have
been calculated.

The correlation between the ‘‘combustion pressure’’ and the
difference between the actual ‘‘synthetic’’ speed and the ‘‘syn-
thetic’’ speed in case of misfire, has then been represented by
means of frequency response functions.

Each frequency response function is experimentally evaluated
via direct measurements of the engine speed and of the in-cylinder
pressure. These signals are then pre-processed to obtain from the
first one the difference between the actual ‘‘synthetic’’ engine
speed and the ‘‘synthetic’’ speed in case of misfire, that has been
stored in memory, and from the second one the ‘‘combustion pres-
sure.’’ For the in-cylinder pressure signal the pre-processing pro-
cedure has to take into account also the influence of the charge
amplifier and of short and long thermal drift that affect in-cylinder
pressure measurement realized, as in our case, with noncooled
sensors.

In Fig. 9 the two signals that are used to evaluate the frequency
response function in a specific engine running condition are re-
ported.

From Fig. 9 it can be noted that the ‘‘combustion pressure’’
signal is different from zero before the top dead center because of
the spark ignition advance. For this reason it has been selected a
‘‘combustion pressure’’ reconstruction window that begins 15 deg
before the compression TDC and finishes 20 deg before the end of
the expansion stroke, when the exhaust valves open. The linear
relationship between the low harmonic content of the ‘‘combus-
tion pressure’’ signal and the difference between the actual ‘‘syn-

Fig. 7 In-cylinder pressure and pressure without combustion
when the engine is running at 3000 rpm at full load

Fig. 8 ‘‘Synthetic’’ engine speed with normal combustion and
misfire when the engine is running at 3000 rpm at full load

Fig. 9 ‘‘Combustion pressure’’ and the difference between the
actual ‘‘synthetic’’ engine speed and the synthetic speed in
case of misfire when the engine is running at 3000 rpm at full
load
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thetic’’ engine speed and the ‘‘synthetic’’ speed in case of misfire
has been verified using the coherence function, as it can be seen in
Fig. 10.

Experimental Results
The experimental validation of the pressure recovery method-

ology has been carried out using some transient tests. A previous
step where the frequency response functions have been evaluated
has been carried out with the engine running in a limited number
of steady-state conditions in order to cover all the engine operat-
ing range. The engine used to perform the tests is a FIAT 1600,
whose characteristics are reported in Table 1 together with the
main characteristic of the sensors used. The tests have been car-
ried out in a test cell with the engine coupled to an eddy-current
brake.

In Fig. 11 the 38 steady-state conditions where the frequency
response functions have been evaluated are reported on the intake
manifold pressure versus engine speed plane. In the same figure
the trace of a transient test used to validate the methodology is
reported too.

During the transient test the actual frequency response function
has been evaluated by means of an interpolation, for both real and
imaginary harmonic components up to the third order, using the
values previously determined from the 38 steady-state conditions.

In the following figures the results obtained for the pressure
reconstruction at different functioning points during the transient
reported in Fig. 11 can be seen. The pressure recovery related to
the point A, where the engine is at low speed and low load, is
reported in Fig. 12. The map of the basic waveform of the pres-
sure~i.e., without combustion! assures a quite good reconstruction
of the first part of the pressure waveform. During the expansion
phase, the addition of the recovered ‘‘combustion pressure’’ intro-
duces some oscillation on the instantaneous ‘‘combustion pres-
sure’’ waveform since the reconstruction is performed with a lim-

ited number of harmonics. It can be seen that the contribution of
the ‘‘combustion pressure’’ is quite small in this low load case.

The pressure recovery related to the point B in Fig. 11, where
the engine is now at high speed and high load is reported in Fig.
13. In this case the high load determines quite large values of the
‘‘combustion pressure,’’ that is well recovered. In Fig. 14 the pres-
sure recovery is related to point C in Fig. 11.

It can be seen that the pressure reconstruction methodology
underestimates systematically the maximum pressure value. This
is due to the limited number of harmonics used to recover the
signal. In fact, the linear correlation between the ‘‘combustion
pressure’’ and the ‘‘synthetic’’ engine speed is verified only in a
limited ~3! number of harmonics. This error is balanced by a sys-
tematic tendency to overestimate the last part of the ‘‘combustion
pressure.’’ This phenomenon allows to obtain a good estimation of

Fig. 10 Coherence function between the ‘‘combustion pres-
sure’’ waveform and the difference between the actual ‘‘syn-
thetic’’ engine speed and the one in case of misfire

Fig. 11 Intake manifold pressure versus engine speed plane

Fig. 12 Pressure recovery related to the point A in Fig. 11

Fig. 13 Pressure recovery related to the point B in Fig. 11

Table 1 Engine and sensors characteristics

FIAT 1600
Displacement: 1581 cm3

Cylinders: 4
Bore: 86.4 mm
Stroke: 67.4 mm
Compression ratio: 9.2
Maximum torque: 124 Nm at 3000 rpm
Maximum power: 57 kW at 6000 rpm
In-Cylinder Pressure Sensors
Type: Kistler 6117B
Range: 0–200 bar
Sensitivity:215 pC/bar
Linearity: <60.6 FSO
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the mean indicated torque since the error of the pressure wave-
form recovery at high values occurs when the piston is near the
TDC position, where the indicated torque is still low, and it is
compensated in the second part of the expansion stroke. Finally it
has to be noted that the 3rd harmonic over an angular sector of
180 deg corresponds to the 12th harmonic over one cycle~720
deg!. For this reason the whole pressure signal is recovered up to
the 12th cycle harmonic~see Fig. 10!.

In Fig. 15 it is shown the pressure reconstruction during a
steady-state test in which some consecutive misfires were induced
in the same cylinder. Both the recovered and measured in-cylinder
pressure waveforms during one misfiring cycle have been reported
for comparison. Thanks to the specific signal processing that has
been developed, these waveforms show a good agreement; in
presence of a misfire the frequency response function is in fact
multiplied by a null signal since the actual ‘‘synthetic’’ engine
speed is equal to the ‘‘synthetic’’ engine speed in presence of
misfire. Therefore the developed procedure is able to diagnose if
an abnormal combustion or a misfire occurs.

Conclusion
In this paper an original methodology for cycle-by-cycle and

cylinder-by-cylinder in-cylinder pressure reconstruction has been
presented. The main characteristics of this procedure are the sen-

sitivity to malfunctioning situations~as abnormal combustion or
misfire! and the ability to obtain a quite good pressure waveform
recovery.

The application of this pressure reconstruction methodology to
develop new torque-based engine control algorithms is considered
realistic by the authors.

Useful applications of this technique are in progress, especially
for drive-by-wire engine control systems both for port and direct
injection SI engines, and misfire diagnosis applications.
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Nomenclature

t 5 time ~s!
p 5 in-cylinder pressure~bar!

pmisf 5 in-cylinder pressure in case of misfire~bar!
pcomb 5 ‘‘combustion pressure’’~bar!
pman 5 intake manifold pressure~bar!

Ti 5 indicated torque~Nm!
Ti misf 5 indicated torque in case of misfire~Nm!

DTi 5 difference between the indicated torque during firing
and misfiring conditions~Nm!

TL 5 load torque~Nm!
Tf 5 friction and accessories torque~Nm!

u̇s 5 ‘‘synthetic’’ engine speed~rad/s!
u̇s misf 5 ‘‘synthetic’’ engine speed in case of misfire~rad/s!

Du̇s 5 difference between the ‘‘synthetic’’ engine speed dur-
ing firing and misfiring conditions~rad/s!

V 5 volume enclosed inside the cylinder~m3!
n 5 polytropic process coefficient
J 5 moment of inertia~kg•m2!
A 5 piston area~m2!
r 5 crank radius~m!

f crank 5 crank-slider kinematics function, that relates the force
acting on the piston due to the in-cylinder pressure to
the corresponding force acting on the shaft
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